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§1 Surfaces

§1.1 Basic definitions

Definition 1.1
A topological surface is a topological space 3 such that
1. for all points p € %, there exists an open neighbourhood p € U C ¥ such

that U is homeomorphic to R?, or a disc D?> C R?, with its usual Euclidean
topology;

2. Y is Hausdorff and second countable.

Definition 1.2 (Hausdorff)

A space X is Hausdorff if two points p # ¢ € X have open neighbourhoods U, V/
such that U NV = @.

Definition 1.3 (Second Countable)

A space X is second countable if it has a countable base; there exists a countable
family of open sets U;, such that every open set is a union of some of the U;.

Remark 1.
1. R? is homeomorphic to the open disc D(0,1) = {z € R? : ||z|| < 1}.

2. The first part of the definition is important whilst the second part (Hausdorff and
second countable) is a technical point. These topological requirements are typic-
ally not the purpose of considering topological spaces, but they are occasionally
technical requirements to prove interesting theorems.

3. Note that subspaces of Hausdorff and second countable spaces are also Hausdorff
and second countable. In particular, Euclidean space R™ is Hausdorff (as R™ is
a metric space) and second countable (consider the set of balls D(p, q) for points
p with rational coordinates, and rational radii ¢). Hence, any subspace of R" is
implicitly Hausdorff and second countable.

Example 1.1

R? is a topological surface. Any open subset of R? is also a topological surface. For
example, R?\ {0} and R?\ {(0,0)}U { (0, %) n=12,... } are topological surfaces.



Example 1.2
Let f : R? — R be a continuous function. The graph of f, denoted I'y, is defined by

I'p= {(ﬁ,y,f(%y)) :(w,y) € ]R2} c R?

with the subspace topology when embedded in R3.

Recall that the product topology on X x Y for X,Y topological spaces, has basic
open sets U x V', where U C X, V C Y open. Also the product topology has the
feature that g : Z — X x Y is continuous iff 7,09 : Z — X and myo f : Z = Y are
continuous®.

Hence, any graph I' C X x Y is homeomorphic to X if f is continuous. Indeed,
the projection m, projects each point in the graph onto the domain. The function
s: x> (v, f(z)) is continuous as 7, o s and 7, o s are. So 7, |r, and s are inverse
homeomorphisms.

So, in our case, the graph I'y is homeomorphic to R2, and so is a topological surface.

“Te, Ty are the canonical projections, 7, : X XY — X

Remark 2. As a topological surface, I'; is independent of the function f. However,
we will later introduce more ways to describe topological spaces that will ascribe new
properties to I'y which do depend on f.

Example 1.3
The sphere:

SQ:{(x,y,z) €R3:x2+y2+22:1}

is a topological surface, when using the subspace topology in R3.
This is a subspace of R? so is Hausdorff and second countable.

Consider the stereographic projection of S? onto R? from the north pole (0,0, 1).
The projection satisfies 7y : $2\ {(0,0,1)} and

z Y
= .
(2,y,2) (1—z’1—z>

Certainly, 74 is continuous, since we do not consider the point (0,0,1) to be in its
domain. The inverse map is given by

2u 2v u+02—1
w42+ 17w+ 0241w+ 0241 )

(u,v) — (



This is also a continuous function. Hence 7 is a homeomorphism.

Similarly, we can construct the stereographic projection from the south pole, 7_ :
52\ {(0,0,-1)} — R2.

z y
—> .
(z,y,2) <1+Z,1+z>

This is a homeomorphism.

Hence, every point in S? lies either in the domain of m, or 7_, and hence sits in an
open set S?\ {(0,0,1)} or S?\ {(0,0,—1)} which are homeomorphic to R?. So S?
is a topological surface.

Remark 3. S? is compact by the Heine-Borel theorem:; it is a closed bounded set in R3.

Example 1.4
The real projective plane is a topological surface.
The group Zs acts on S? by homeomorphisms via the antipodal map a : S* — S2,

mapping = + —x. So Zs sits in the group of homeomorphisms of S?, Homeo(S?),
as we can map —1 — a.

Definition 1.4 (The Real Projective Plane)
The real projective plane, RP?, is the quotient of S? given by identifying every
point z with its image —x under a.

2 2
RP? = S/Z2 = S/N; x ~ a(x)

Lemma 1.1
As a set, RP? naturally bijects with the set of straight lines in R3 through the
origin.

Proof. Any line through the origin intersects S? exactly in a pair of antipodal
points x, —x. Similarly, pairs of antipodal points uniquely define a line through
the origin. O

Lemma 1.2
RP? is a topological surface with the quotient topology.

Recall: Quotient topology : ¢ : X — Y (¢ the quotient map), V C Y is open iff



q 'V C X is open in X (i.e. iff ¢ is continuous).

Proof. We must check that RP? is Hausdorff since it is constructed by a quotient,
not a subspace.

If [p] # [m] € RP?, then +p,+m € S? are distinct antipodal pairs. We can
therefore construct distinct open discs® around p,m in S2, and their antipodal
images. These uniquely define open neighbourhoods of [p], [¢], which are disjoint,
as for g : §* — RP?, ¢(Bs(p)) is open since ¢~ (q(Bs(p))) = Bs(p) U (—Bs(p))
is open.

Similarly, we can check that RP? is second countable.
We know that S? is second countable, so let Uy be a countable base for the
topology on S2. Let Uy = {q(u) : u € Up}. q(u) is open as ¢! (q(u)) = uU (—u)
is open. Uy is clearly countable since Uy is. Now, if V' C RP? is open, then by
definition of quotient topology ¢~*(V') is open in S? hence ¢~ (V) = UoaU,, U, €
Up. V = Q(qilv) = Q(UaUa) = UaQ(Ua>7 Q(Ua) € Z/TO

Finally, let p € S? and [p] € RP? its image. Let D be a small (contained in
an open hemisphere) closed disc, which is a neighbourhood of p € S?. The
quotient map restricted to D, written qlp : D — ¢q(D) C RP?, is a continuous
function from a compact space to a Hausdorff space. Further, ¢ is injective
on D since the disc was contained entirely in a single hemisphere so it cannot
contain antipodal points.

Recall from AT that the “topological inverse function theorem” (TIFT) states
that a continuous bijection from a compact space to a Hausdorff space is a
homeomorphism.”

So ¢|p is a homeomorphism from D to ¢(D). This then induces the homeo-
morphism ¢|,, : D — ¢(D) where D is an open disc, the interior of D. So by
construction, [p] € ¢(D) has an open neighbourhood in RP? which is homeo-
morphic to an open disc on S? and so to R?, concluding the proof. O

Just take a ball in R® and intersect with S>

YA brief proof is we want to show the inverse function is continuous, so it maps closed sets to
closed sets. Take a closed set inside compact space so its compact, apply the continuous
function to it so the image is compact. A compact set in a Hausdorff space is closed.

Example 1.5

Let S = {z € C: |z| = 1} be the unit circle in C, and then we define the torus to be
the product space S! x S!, with the subspace topology from C? (which is identical
to the product topology).



Lemma 1.3

The torus is a topological surface.

Proof. Consider the map e : R — S x S € C x C defined by
(s,1) (627ris’ 627rit>

We have an equivalence relation on R? given by translations by Z2 as e is

constant under them. This induces a map € from R /72

R2 —¢ 4 Sl x5!

1

R/Z2

2
Under the quotient topology given by the quotient map ¢, R /72 1s a topological

2 2
space. The map [0,1]2 — R? — R/Z2 is surjective, so R/ZQ is compact. As e

is constant on an equivalence class, é is a continuous map from a compact space
to a Hausdorff space, and € is bijective, so € is a homeomorphism by TIFT.

We already have that S!x St is compact and Hausdorff (as a closed and bounded
set in C2, equivalent to R*), so it suffices to show it is locally homeomorphic to
R2.

Similarly to the case of S? — RP2, pick [p] € q(p), p € R?, then we can choose
a small closed disc D(p) C R? such that D(p) N (ﬁ(p) + (n, m)) = @ for all

nonzero (n,m) € Z*. Hence e|5(p) and q|5(p) are injective. Now, restricting to

2
the open disc as before, we can find an open disc neighbourhood of [p] € R /72

Since [p] was chosen arbitrarily, S' x S! is a topological surface. O

Another viewpoint:

2
R /72 1s also given by imposing on [0,1]? the equivalence relation

Example 1.6
Let P be a planar Euclidean polygon (including interior), with oriented edges. We



will pair the edges, and without loss of generality we will assume that paired edges
have the same Euclidean length.

We can assign letter names to each edge pair, and denote a polygon by the sequence
of edges found when traversing in a clockwise orientation. The edge pair name is
inverted if the edge is traversed in the reverse direction. Note the difference between
the annotations on the first two shapes above, due to the reversed direction of the
edge.

If two edges {e, é} are paired, this defines a unique Euclidean isometry from e to é
respecting the orientation, which will be written fe: : e — é.

The set of all such functions generate an equivalence relation on the polygon P,
where we identify € 9P (a point on the boundary) with f.s(z) whenever x € e.

Lemma 1.4

P /~, with the quotient topology, is a topological surface.

Example 1.7
2
Consider the torus, defined here as T? = [0,1] S

Let P be the polygon [0, 1]2.

If p is in the interior of P, then we pick § > 0 small s.t. Bs(p)” lies in the interior
of P. Arguing as before in RP?, the quotient map is injective on Bgs(p) and is a
homeomorphism on its interior.




Y

Let p be on an edge, but not a vertex.

>0
V7

N n
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Let us say without loss of generality that p = (0,y0) ~ (1,y0) = p’. Let d be
sufficiently small that the closed half-discs U,V centred on p, p~! with radius § do
not intersect any vertices.

Then we define a map from the union of the two half-discs to the disc B(0,4) C R?
via

U:(x7y) 'f_> (xay_yO)

u

VI(Iﬂ,y) 'f—> (x_lvy_yO)

which will be a bijective map.

Recall the gluing lemma from Analysis and Topology: that if X = AU B is a union
of closed subspaces, and f: A — Y, g: B — Y are continuous and f|,~5 = 9l4np-
they define a continuous map on X.

fu, fv are continuous on U,V C [0,1]2. By the definition of the quotient topology,

qo fu and go fy are also continuous (g : [0,1]* — [0, 1]2/N).

In 72, 1/2-discs, qo U, oV overlap but our maps agree as they are compatible with
the equivalence relation.

Hence, by the gluing lemma, fy, fiy “glue” together to give a continuous map to an
open neighbourhood of [p] € T? to R2.

We can show that this is a homeomorphism using the usual process: pass to a closed
disc, apply the topological inverse function theorem, then apply the result to the
interior. If [p] € T2 lies in an edge on P, it has a neighbourhood homeomorphic to
a disc.



Now it suffices to consider points p on a vertex. All four vertices of the square are
identified to the same point in the torus as each vertex lies on two edges and so is
identified to two other vertices.

~_ 5
rr

\_)

—>
and analogously we get that a vertex has a neighbourhood homeomorphic to a disc.

2
Thus, [0,1] /'~ is a topological surface.

“The closure of Bs(p)

Example 1.8 (General Polygon)

We can generalise this proof to an arbitrary planar Euclidean polygon P, such as the
hexagon above. The equivalence relation = ~ fes(x) induces an equivalence relation
on the vertices of P, by considering the images of the vertices under all f... However,
it is not necessarily the case that an equivalence class of vertices contains exactly
four vertices, so quarter-discs are not necessarily applicable. Again, there are three
types of point:

e interior points, for which a neighbourhood not intersecting the boundary is
chosen;

e points on edges, for which a corresponding point exists and two half-discs can
be glued to form the neighbourhood; and

e points on vertices. For this case, all vertices of the polygon have a neighbour-

hood which is a sector of a circle. Let there be r vertices in a given equivalence
class. Let o be the sum of the angles of the sectors in a given class.
Any sector can be identified with a given sector in the disc B(0, ) C R?, which
we will choose to have angle a/r. Then, we can glue each sector together in R?,
compatibly with the orientations of the edges and arrows, inducing a neigh-
bourhood which is locally homeomorphic to a disc.

If r = 1, we have an equivalence class comprising a single vertex, which gives
a single sector. For r to be one, the two edges attached to this vertex must
be paired and have the same direction (either both inwards or outwards from
the vertex). This quotient space is simply a cone, which is homeomorphic to
a disc as required.

10



We can also show that the quotient space is Hausdorff and second countable. By
construction, two distinct points in the quotient space can be separated by open
neighbourhoods by selecting a sufficiently small radius such that the discs considered
in the derivation above are disjoint. For second countability, consider

e discs in the interior of P with rational centres and radii;

o for each edge of P, consider an isometry e — [0, ¢] where £ is the length of e,
taking discs on e which are centred at rational values in [0, ¢]; and

o for each vertex, consider discs centred at these vertices with rational radii.

Example 1.9 (Connected Sums)

Given topological surfaces 31, %o we can remove an open disc from each and glue
the resulting boundary circles.

T‘lwh Z‘# EZ

Explicitly, take 31 \ D; 1L ¥y \ Dy and impose a quotient relation by identifying
0 € O0D; ~ 0 € 0Dy where 6 is an angle parametrising S = 9D;, 0D; is the
boundary of D;. The result 3 # Y5 is called the connected sum of Y1, .

In principle this depends on many choices and takes some effort to prove that it is
well-defined.

“Disjoint Union

Lemma 1.5

The connected sum Y1 # Yo is a topological surface.

Proof. Not proved in this course, if you want to learn more try ‘Introduction to
topological manifolds’ by Jack Lee. O

11



Example 1.10

Consider the following octagon. The associated quotient space

P /~ can be seen to be homeomorphic to a surface with two holes, known as a
double torus. All vertices are identified as the same vertex in the quotient space.
We can cut the octagon along a diagonal, leaving two topological surfaces which are
homeomorphic to a torus.

Thus, the connected sum of the two half-octagons are the connected sum of two
toruses.

Example 1.11

Consider the following square. This is homeomorphic to the real

%%
projective plane RP2. This is because we identify points on the boundary with

their antipodes, when interpreting the square as the closed disc B(0,1). The real
projective plane was constructed by identifying points on the unit sphere with their
antipodes. Thus, we can construct a homeomorphism by considering only points
in the upper hemisphere (taking antipodes as required), and then orthographically
projecting onto the xy plane. Under this transformation, points on the boundary
are identified with their antipodes as required.

§1.2 Subdivisions

Definition 1.5 (Subdivision)

A subdivision of a compact topological surface ¥ comprises

1. a finite subset V' C ¥ of vertices;

12



2. a finite subset of edges E = {e; : [0,1] — X} s.t. 1) each e; is a continuous
injection on its interior and e; 'V = {0, 1}, the endpoints. 2) e;, e; have disjoint
images except perhaps at their endpoints.

3. we require that each connected component of ¥ \ (U;e;[0,1] U V) is homeo-

morphic to an open disc called a face. In particular, the closure of a face has
boundary F'\ F lying in (U;e;[0,1] U V).

Definition 1.6 (Triangulation)

We say that a subdivision is a triangulation if each closed face (closure of a face)
contains exactly three edges, and two closed faces are disjoint, meet at exactly one
edge or just one vertex.

Example 1.12
A cube displays a subdivision of S2. A tetrahedron displays a triangulation of S2.

Example 1.13

We can display subdivisions of surfaces constructed from polygons. a a L

b—l
This is a subdivision of a torus with one vertex, two edges, and one face. We can
construct additional subdivisions of a torus, for example:

The first of these examples is not a triangulation, since the two faces meet in more
than one edge. The second is a triangulation.

Remark 4. The following is a very degenerate subdivision of Ss. ! This

!This is not a circle, its a 2-sphere.

13



has one vertex, no edges, and one face.

§1.3 Euler classification

Definition 1.7 (Euler Characteristic)

The Euler characteristic of a subdivision is

#V — #E + #F

“The number /size of the set

Theorem 1.1 1. Every compact topological surface has a subdivision (and indeed
triangulations).

2. The Euler characteristic is invariant under choice of subdivision, and is topo-
logically invariant of the surface (depends only on the homeomorphism type
of X).

Hence, we might say that a surface has a particular Euler characteristic, without
referring to subdivisions. We write this x(X).

Remark 5. It is not trivial to prove part (i). For part (ii), note that subdivisions can

be converted into triangulations by constructing triangle fans. Triangulations

- \

can be related by local moves, such as /// — IR It is easy to check that

both of these moves do not change the Euler characteristic. However, it is hard to make
this argument rigorous, and it does not give much explanation for why the result is true.
In Part II Algebraic Topology, a more advanced definition of the Euler characteristic is
given, which admits a more elegant proof.

Proof. No proof will be given. O

Example 1.14
The Euler characteristic of S? is y(S?) = 2.

Example 1.15
For the torus, x(7T?) = 0.

14



Example 1.16

If 31, X9 are compact surfaces, then the connected sum 1 # o can be constructed
by removing a face of a triangulation, then gluing together the boundary circles
(three edges) in a way that matches the edges.

Then the connected sum inherits a subdivision, and we can find that it has Euler
characteristic x(X1#2) = x(X1)+x(22)—2, where the remaining term corresponds
to the two faces that were removed; the changes of three vertices and three edges
cancel each other.

In particular, a surface X, with g holes can be written #7_, T2, so x(Zg) =2 —2g.
We call g the genus of Y.

15



§2 Abstract smooth surfaces

§2.1 Charts and atlases

Recall that if X is a topological surface, any point lies in an open neighbourhood homeo-
morphic to a disc.

Definition 2.1 (Chart)

A pair (U, ), where U is an open set in ¥ and ¢: U — V is a homeomorphism to
an open set V' C R?| is called a chart for ¥. If p € U, we might say that (U, ) is a
chart for ¥ at p.

Definition 2.2 (Local parameterisation)

The inverse 0 = o~ ': V — U is known as a local parametrisation for the surface.

Definition 2.3 (Atlas)

A collection of charts {(U;, i)ier} whose domains cover ¥ (U;eU; = X)) is known
as an atlas for X.

Example 2.1

If Z C R? is closed, R?\ Z is a topological surface with an atlas containing one chart,
(R2\ Z,¢ = id).

Example 2.2

For S2, there is an atlas with two charts, which are the two stereographic projections
from the poles.

Definition 2.4 (Transition Map)
Let (Uj, ;) be charts containing the point p € X, for ¢ = 1,2. Then the map

@20 @7t 11 (U1 NU) = p2(Ur N Us)
Lpl(UlﬂUg)

converts between the corresponding charts, and is called a transition map between
charts. This is a homeomorphism of open sets in R2.

Recall from Analysis and Topology that if V' C R™ and V' C R™ are open, then a

16



O O

continuous map f: V — V' is called smooth if it is infinitely differentiable. Equivalently,
it is smooth if continuous partial derivatives of all orders in all variables exist at all

points.

Definition 2.5 (Diffeomorphism)
A homeomorphism f : V — V' is called a diffeomorphism if it is smooth and it
has a smooth inverse.

Definition 2.6 (Abstract Smooth Surface)

An abstract smooth surface Y is a topological space with an atlas of charts
{(Ui, ¢i)ier} s.t. all transition maps are diffeomorphisms.

Remark 6. We could not simply consider a smoothness condition for ¥ itself without
appealing to atlases, since ¥ is an arbitrary topological space and could have almost any
topology.

Example 2.3
The atlas of two charts with stereographic projections gives S? the structure of an
abstract smooth surface.

Example 2.4

2
For the torus T2 = X /72, recall that we obtained charts from (the inverses of) the
projection restricted to small discs in R?.

The transition maps for this atlas are all translations® of R?. Hence T2 inherits the
structure of an abstract smooth surface. Explicitly, let us define e: R? — T2 by
(t,s) — (e*™ e2™$) then consider the atlas

{(e(Dg(a;,y)), e~ ! on this image)}

17



for ¢ < % These are charts on 72, and the transition maps are (restricted to
appropriate domains) translations in R?. Hence 72, via this atlas, has the structure
of an abstract smooth surface.

2
9[f small discs intersect in R /72 then they have points which are integer translations?

Remark 7. The definition of a topological surface is a notion of structure. One can
observe a topological space and determine whether it is a topological surface. Conversely,
to be an abstract smooth surface is to have a specific set of data; that is, we must provide
charts for the surface in order to see that it is indeed an abstract smooth surface.

Definition 2.7 (Smooth Function)
Let ¥ be an abstract smooth surface, and f: ¥ — R" be a continuous map. We say
that f is smooth at p € ¥ if, for all charts (U, ¢) of p” belonging to the smooth
atlas for ¥, the map

fop™: o(U) = R"

—_
CR2

is smooth at o(p) € R2.

‘pelU

—> a
7 4O, F )—?
Ly

O for
LQ(mcw

Remark 8. Note that the choice of chart and atlas was arbitrary, but smoothness of f
at p is independent of the choice of chart, since the transition maps between two such

charts are diffeomorphisms.
fopr!=fopy'o(popr’)

(20 gofl) is a transition map and so is a diffeomorphism. So by chain rule follows!

18



Definition 2.8 (Smooth Function between Surfaces)

Let X4, 3o be abstract smooth surfaces.

Then a map f: X1 — X is smooth if it is ‘smooth in the local charts’. Given a
chart (U, ) at p and a chart (U’,%) at f(p), with f(U) C U’, the map ¢ o f o1
is smooth at ¢(p).

7

@O @&
v )y
O —
gier Vet gyler?

Remark 9. Smoothness of f at p does not depend on the choice of chart, provided that
the charts all belong to the same atlas.

Definition 2.9 (Diffeomorphic Surfaces)

Two surfaces Y1, 29 are diffeomorphic if 3 f: ¥; — X5 which is smooth and has
smooth inverse.

Remark 10. Often, we convert from a given smooth atlas for an abstract smooth surface 3
to the mazximal compatible smooth atlas. That is, we consider the atlas with the maximal
possible set of charts, all of which have transition maps that are diffeomorphisms. This
can be accomplished formally by use of Zorn’s lemma.

19



§3 Smooth surfaces in R?

§3.1 Definitions and equivalent characterisations

Recall that if V' C R™ and V' € R™, then f: V — V'’ is smooth if it is infinitely
differentiable.

Definition 3.1 (Smooth Function on R")

If Z is an arbitrary subset of R, we say that f: Z — R™ is smooth at p € 7 if
J an open ball p € B C R" and a smooth map F': B — R" which extends f such
that they agree on BN Z“ In other words, f is locally the restriction of a smooth
map defined on an open set.

°F |pnz= f |Bnz

Remark 11. This is useful as it may be difficult to take partial derivatives on Z, as when
you consider a small deviation from a point p that deviation might not lie in Z.

Definition 3.2 (Diffeormorpishms in R™, R™)
Let X C R" and Y € R™. We say that X and Y are diffeomorphicif3 f: X — Y
smooth with smooth inverse.

Definition 3.3 (Smooth Surface in R?)
A smooth surface in R3 is a subset of ¥ C R3 s.t. ¥V p € ¥, 3 an open subset
p € U C ¥ that is diffeomorphic to an open set in R2.

In other words, for all p € 3, there exists an open ball p € B C R3 such that if U = BNY
and there exists a map F: B — V C R? smooth s.t. F|, : U =V is a homeomorphism,
and the inverse map V — U C ¥ C R? is smooth.

20



So we have two notions of smoothness, one abstract and one based on the ambient space
and we need to reconcile them.

Definition 3.4 (Allowable Parameterisation)

Let 0: V — U where V C R? is open and U C ¥ C R? is open in ¥, such that
o is a smooth homeomorphism and Dg|, has rank 2 for all z € V. Then o is
called an allowable parametrisation. If o(0) = p, we say that ¢ is an allowable
parametrisation near p.

Theorem 3.1
For a subset ¥ C R3, the following are equivalent (TFAE).

1. ¥ is a smooth surface in R3;

2. % is locally the graph of a smooth function, over one of the three coordinate
planes: for all p € ¥ there exists an open ball p € B C R3 and an open set
V C R? such that

YNB= {(mvyag(xay)) g: V>R smooth}

or one of the other coordinate planes;

3. X is locally cut out by a smooth function with non-zero derivative: for all
p € 2 there exists an open ball p € B C R? and a smooth function f: B — R
such that

YNB=fY0); Dfl #0VxeB.
x
4. Y is locally the image of an allowable parametrisation near all points.

Remark 12. Part (2) implies that if ¥ is a smooth surface in R?, each p € X belongs to a
chart (U, ¢) where ¢ is (the restriction of) one of the three coordinate plane projections
Ty, Tyz, Tz» from R3 to R?. Consider the transition map between two such charts.
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)

If the two charts are based on the same projection such as 7, then the transition map
is the identity. If they are based on different projections 7, and 7., then the transition
map is

(z,9) = (2, y,9(x,y) = (y,9(x,y))

which has inverse

(y,2) = (W(y, 2),y,2) = (h(y, 2),v)

Hence all of the transition maps between such charts are smooth. This gives ¥ the
structure of an abstract smooth surface.

Some of the relations given in the above theorem are easy to prove, but others come as
a result of the inverse function theorem.

§3.2 Inverse and implicit function theorems

Theorem 3.2 (Inverse Function Theorem)

Let U C R”™ be open, and f: U — R" be continuously differentiable. Let p € U and
f(p) = q. Suppose Df|p is invertible.

Then there is an open neighbourhood V of ¢ and a differentiable map g: V" — R”
and g(q) = p with image an open neighbourhood U’ C U of p such that fog=idy
and go f =idys. If f is smooth, then g is also.

-1
Remark 13. The chain rule then implies that Dg|, = (Df|p) .

The inverse function theorem concerns functions R” — R”, where Df| p is an isomorph-
ism. If we have a map R®™ — R™ for n > m, then we can discuss the behaviour when
Df] p is surjective. The derivative D fl p I8 an mxn matrix, so if it has full rank, up to the
permutation of coordinates we have that the last m columns are linearly independent.
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Theorem 3.3 (Implicit Function Theorem)

Let p = (20,%0) be a point in an open set U C R¥ x Rf. Let f: U — R’ be a

Ofi
Jy;

Then there is an open neighbourhood V of z( in R* and a continuously differentiable
map g: V — R’ with g + yo such that if (z,y) € U N (V x RY), then f(z,y) =
0 < y=g(z). If f is smooth, so is g.

continuously differentiable map s.t. p — 0 and ( )Z . is an isomorphism at p.
X

Proof. Let F: U — R¥ x R? be defined by (z,y) + (z, f(2,%)). Then note that

DF (I * )
= Ofi
0 Jy;

hence DF' is an isomorphism at (zg,y0). By the Inverse function theorem, F' is
locally invertible near F'(zg,y0) = (xo, f(z0,%0)) = (x0,0).

Consider an open neighbourhood (zg,0) € V x V' € R*¥ x R, where V, V' open, on
which this continuously differentiable inverse G: V x V! — U’ ¢ U C RF x R exists,
such that F o G = idy «y-.

Then,

G(z,y) = (p(x,y),%(z,y)) = FoG(z,y) = (p(z,y), fe(z,y),¥(x,y))) = (z,y)

Hence p(z,y) = x. We have f(z,9(x,y)) = y when (z,y) € V x V'. This gives
flz,y) =0 <= y =1(x,0)".
We then define g: V' — R by z + 1(z, 0). O

“Here y is in V' so it is in the image of f, i.e. it is f(a,b) for some a,b. So y = 0 gives us
f(a,b) = 0. We see that f(a,(a,0)) =0 so b=1(a,0) defines our surface in U

Example 3.1

Let f: R2 — R be smooth and f(xg,%0) = 0, and suppose % # 0 at (x0,y0)-
Then there exists a smooth map g¢: (zg — &,z0 + ) — R with g(zg) = yo and

f(z,y) =0 <= y = g(z) for (z,y) in some open neighbourhood of (zg, yo).

Since f(z, g(z)) = 0 in this open neighbourhood, we can differentiate that expression
to find

fo(@) + fy(g(x))g'(z) = 0

/ _ _fx
g (z) = 7,

noting that f, # 0 in some neighbourhood near (zg,y0). Note that the level set
f(z,y) = 0 is implicitly defined by g, which is a function for which we have an
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integral expression.

Example 3.2

Let f: R® — R be a smooth map with f (20,0, 20) = 0. Consider the level set ¥ =
f71(0), assuming that Df # 0 at (g, yo, 20). Permuting coordinates if necessary,
we can assume % # 0 at this point. Then there exists an open neighbourhood V' of
(0, Yyo) and a smooth function g: V' — R such that (xg,yo) — 2o with the property
that for an open set (x9,v0,20) € U, the set f~1(0) N U is the graph of the function

g, which is {(z,y, g(z,v)): (z,y) € V}.

§3.3 Conditions for smoothness

We now prove Theorem 3.1, relating equivalent conditions for smoothness of a surface
3.

Proof. First, we show that (b) implies all of the other conditions. If ¥ is locally
a graph {(z,y,g(x,y)) : (z,y) € V}, we find a chart from the coordinate plane pro-
jection 7y, of that graph. Since this projection is smooth and defined on an open
neighbourhood of points of ¥, this shows that ¥ is a smooth surface in R? so (b)
= (a).

Further, since ¥ is locally the given graph, it is cut out by the function f(z,y,z) =
z — g(x,y) and note % =1#0so0 (b) = (o).

Finally, the local parametrisation o (z,y) = (z,y, g(z,y)) is allowable; g is smooth so
o is smooth, the partial derivatives of ¢ are linearly independent as o, = (1,0, g,),

oy = (0,1, g,) which is injective/full rank and o is injective where required. Thus
(b) = (d).

Now, we show (a) implies (d). This is simply part of the definition of being a smooth
surface in R3, being locally diffeomorphic to R2. In particular, at p € £, 3 is locally
diffeomorphic to R? and the inverse of such a local diffeomorphism is an allowable
parametrisation.

We have already shown (c) implies (b); this was example 3.2.

Finally, we must prove (d) implies (b), and then the result will hold. Let p € ¥ and
V be an open set in R? with an allowable parametrisation to ¥, o : V — U C ¥ s.t.
o(0) = p. Write o = (01(u,v),02(u,v),03(u,v)), we have

9oy Ooy

oo B %
ou ov
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This is injective and so has rank 2, hence there exist two rows defining an invertible
matrix. Suppose those are the first two rows and consider ¢ = 7y 00: V — R2.
D(mzy 0 0)|, is an isomorphism.

Let us apply the Inverse function theorem. Hence ¥ is locally a graph of
(z,y,03(¢7 (2,9)))" s0 (d) => (D). O

“This is true as (x,y) = ©(u,v) and so o3(¢~ ' (x,y)) = o3(u,v) therefore (z,y,03(¢ ' (z,y))) =
(Ul(uv ’U), o2(u, U)v 0'3(’U,7 U)) €ex

Example 3.3 (Ellipsoid)

The ellipsoid £ C R® is f~1(0) for f : R3 — R with f(z,9,2) = & + % + 2 — 1.
For all p € E = f~1(0), Dfl|,# 0 (as p # 0), so E is a smooth surface in R3.

Example 3.4
The unit sphere S? in R3 is f~1(0) for f(z,y,2) = 2% +3? + 22 — 1. For any point
on S, Df #0, so S? is a smooth surface.

Example 3.5 (Surface of revolution)

Let v: [a,b] — R3 be a smooth map with image in the 2z plane, so

v(t) = (f(£),0,9(¢))

such that ~ is injective, v/ # 0, and f > 0. The surface of revolution of v about z
has allowable parametrisation

o(u,v) = (f(u) cosv, f(u)sinv, g(u))
where (u,v) € (a,b)” x (6,0 + 27) for a fixed 0.
Left to the reader to check that ¢ is homeomorphic to its image.

Note that o, = (fy cosv, fysinv, g,) and o, = (—f sinv, f cosv,0), and we can check
llow x oull> = f2((f")? + (¢')%) which is nonzero on 7, so this really is an allowable
parametrisation.

“We use an open set so that the surface doesn’t have a boundary.

Example 3.6

The orthogonal group O(3) acts on S? by diffeomorphisms. Indeed, any A € O(3)
defines a linear (hence smooth) map R® — R? preserving S?. Hence, the induced
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map on S? is by a homeomorphism which is smooth according to the above definition.
This is analogous to the action of the Mébius group on S? = C U {cc}.

§3.4 Orientability

Definition 3.5 (Orientation-Preserving Map)

Let V,V’ be open sets in R%2. Let f: V — V' be a diffeomorphism. Then at every
point x € V, Df|,. € GL(2,R); it is invertible since f is a diffeomorphism.
Let GLT(2,R) be the subgroup of matrices with positive determinant.

We say that f is orientation-preserving if Df| € GLT(2,R)Vz € V.

Definition 3.6 (Orientable)

An abstract smooth surface ¥ is orientable if it admits an atlas {(U;, p;)} where
the transition maps are all orientation-preserving diffeomorphisms of of open sets
of R%. A choice of such an atlas is an orientation of ¥; ¥ can be called oriented
when such an orientation is given.

Remark 14. If we have an atlas where all the transition maps have det < 0, then we can
find transition maps and so an atlas with det > 0, e.g. composing (z,y) — (y,z) with
the transition maps should work.

Remark 15. An orientable atlas belongs to a maximal compatible oriented smooth atlas.

Lemma 3.1
If X1 and X9 are diffeomorphic abstract smooth surfaces, then X is orientable iff
Y9 is orientable.

Proof. Let f: X1 — Y9 be a diffeomorphism. Suppose X5 is orientable and equipped
with an oriented atlas.
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Consider the atlas on ¥ given by (f~1(U), po f]f_l(U)), where (U, 1)) is a chart at
f(p) in the oriented atlas for ¥5. Then, the transition function” between two such
charts is exactly the transition function between charts in the Yo atlas. O

“(prof)o(paof) =prop;"

Remark 16. 1. There is no sensible classification of the set of all smooth or topological
surfaces. For instance, R?\ Z for a closed set Z can be shown to yield uncountably
many types of homeomorphisms.

However, compact smooth surfaces may be classified by their Euler characteristic
and their orientability, up to diffeomorphism. This theorem will not be proven in
this course.

2. There is a definition of orientation-preserving homeomorphism that does not rely
on the determinant, but that instead relies on some algebraic topology which is not

covered in this course. The Mobius band is the surface where the

dashed lines represent the absence of edges. It is provable that an abstract smooth
surface is orientable <= it contains no subsurface (an open set) homeomorphic
to the Mobius band. We can therefore say that a topological surface is orientable
<= it contains no subsurface (an open set) homeomorphic to a Mébius band.

3. We can define other structures on an abstract smooth surface by considering
smooth atlases such that if g01<p2_1 is a transition map, then D(<p1g02_1) at x be-
longs to a specific subgroup G < GL(2,R). For example, defining G = {e} leads
to Euclidean surfaces. The group GL(1,C) identified as a subgroup of GL(2,R)
yields the Riemann surfaces, also D(p1¢0, ") € GL(1,C) = @195 " holomorphic
as being in GL(1,C) implies that the Cauchy Riemann equations hold.

Example 3.7

For S? with the atlas of two stereographic projections, we can find the transition
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map to be

w o)~ (i)
u, v ;
u? + 02" u? 4 v?
on R?\ {0}. This has positive determinant, so S? is orientable.

Note we only need to know the determinant at one point in R? \ {0} as R?\ {0} is
a connected set so the determinant of the differential is a super continuous function,
so if it has sign positive at one point it must have sign positive on the whole space.
If its sign changed it must be 0 somewhere but we know its a diffeomorphism so the
determinant of the differential can’t be 0.

Example 3.8

For the torus T2, we previously found an atlas such that the transition maps are
translations of R%2. Hence the torus is an oriented surface, and also a Euclidean
surface.

For surfaces in R3, we’d like to have orientability dictated by some “ambient feature”,
i.e. we want to be able to just look at the surface and know if its orientable or not.

§3.5 Tangent planes

Recall that an affine subspace of a vector space is a translation of a linear subspace.

Definition 3.7 (Tangent Plane)
Let ¥ be a smooth surface in R3, and p € ¥. Let 0: V — U C X be an allowable

parametrisation of ¥ near p, so V is an open subset of R? and U is open in ¥, such
that o(0) = p.

The tangent plane T,% of ¥ at p is the image of (Do|,) C R3, which is a two-
dimensional vector subspace of R3. The affine tangent plane is p + T,%, which is
an affine subspace of R3.

pa

Remark 17. The affine tangent plane is the ‘best’ linear approximation to a surface X
at a given point.
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Lemma 3.2

T,% is well-defined, i.e. it’s independent of the choice of allowable parametrisation
near p.

Proof (i). Suppose 0: V — U and 7: V — U are allowable parametrisations with
a(0) = 5(0) = p. There exists a transition map o' o &, which is a diffeomorphism
of open sets in R2. Therefore,

diffeomorphism

Hence D(0~! 05)|, is an isomorphism. Thus, the images of D 7|, and D o, agree.
0

Proof (ii). Let y: (—e,e) — R3 be a smooth map such that v has image inside %,
and v(0) = p. We will show that +/(0) € T,X. If 0: V — U is an allowable para-
metrisation with o(0) = p as above, and ¢ is sufficiently small such that Im~y C U,
then v(t) = o(u(t), v(t)) for some smooth functions u,v: (—e,e) — V. Then ~v/(t) =
oyt (t)+0o,v'(t) is in the image of D of,. Thus, T,¥ = span {7/(0): v as above}. [

Definition 3.8 (Normal Direction)

If ¥ is a smooth surface in R3 and p € ¥, the normal direction to ¥ at p is (T,%)+,
the Euclidean orthogonal complement to the tangent plane at p.

Remark 18. For all p € X, there exist exactly two normalised normal vectors.

Definition 3.9 (Two-Sided)

A smooth surface in R? is two-sided if it admits a continuous global choice of unit
normal vector.

Lemma 3.3

A smooth surface in R is orientable (as an abstract smooth surface) iff it is two-sided
(as a smooth surface in R3).

Proof. Let 0: V — U C ¥ be an allowable parametrisation. Let o(0) = p. We will
define the positive unit normal with respect to o at p to be the normal vector n,(p)
with the property that {oy, 0y, ns(p)} and {e1, ea,e3} are related by a positive de-
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terminant change of basis matrix (the two sets of vectors have the same orientation),
where {e1, €9, e3} are the standard basis vectors. In other words,

Oy X Oy

mo(P) = g ol

Consider an alternative parametrisation : V — U, where (0) = p, such that &
belongs to the same oriented and smooth atlas as ¢. Hence, ¢ = 7 o ¢ for some
transition map ¢ =6 ' oo. Let

Hence,
Oy = 00y +Y0y; 0y = B0y + 0y

This gives
auxavzdet(Dgo

0) Oy X Oy (1)

The determinant here is positive since the charts in question belong to an oriented
atlas. Thus the positive unit normal is intrinsic to the surface, it does not depend
on the choice of parametrisation. The expression for n,(p) is continuous since the
cross product is continuous, hence ¥ is two-sided.

Conversely, if ¥ is two-sided, there exists a global continuous choice of normal vector,
so we can consider the subatlas of the smooth atlas s.t we have a chart (U, ¢) with

¢! = o and {0y,0,,n} is an oriented basis of R3. We can make {0, 0,,n} have

positive orientation by negating o. By (f), the transition maps between such charts

are orientation-preserving. Hence ¥ is orientable. O
Remark 19. Given v : (—e,¢) — R? smooth with Im(y) C ¥ and 7(0) = p.
v(t) = o(u(t),v(t)) so v (0) = Dol,(u(0),v'(0)) € T,X. This gives that
T,%¥ = span {7/(0): v as above} = “tangent vectors to curves in X",

Lemma 3.4

If ¥ is a smooth surface in R? and A: R? — R? is a smooth map which preserves ¥
setwise, then DA|, € L(R3?,R?) maps Tp% to Ty, X for p € 3.

Proof. Let v: (—e,¢) — R? be a smooth map such that its image lies on X, and
v(0) = p. Recall that T,X is spanned by ~/(0) for such curves v. Now, consider
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Ao~y: (—¢,e) = R3 which also has image 3, and

=DA
0

DA oD~

7(0)

(7'(0)) =D (Acn)| € TapX
P 0

Example 3.9 (Unit Sphere)

Let S? C R? be the unit sphere. The normal vector at p is the line through the
origin and p; indeed, since SO3 acts transitively on S2, it suffices to check at one
point, such as the north pole. We can choose the outward-facing normal vector to
be the positive normal, denoted n(p). S? is two-sided by the construction of this
normal vector, hence S? is orientable.

Alternatively, take any 7 : (—¢,¢) = S2 with v(0) = p. ||7(#)||* = 1, so differentiat-

ing at t = 0, 2(y'(0),p) = 0 so (T,S%)* = Rp = {zp : = € R}. Let n(p) = p, clearly
a global continuous choice of normal vector so S? is 2-sided.

Example 3.10 (Mobius Band)

Walk around the unit circle in the xy-plane and take an open interval of length 1.
Rotate this line in the cz-plane as we move around the circle, s.t. it has rotated by
[

5 after moving an angle 6 in the circle (see picture). After a full turn the segment

returns to its original position but with end points inverted.
One embedding of the Mobius band in R? is

o(t,0) = <(1 — tsin g) cosf, (1 — tsin Z) sin 0, t cos g)

where (t,0) € Vi = {t € (-4,3),0 € (0,2m)} o

(t,0) €Va={te (-1,1).0¢€(-mm}.
This gives us the standard Moébius band parametrically, I don’t think its worthwhile
trying to understand why exactly it works or what the explanation even means.

We can check that if o; is o on V;, then o; is allowable. Further,

X 09 = 0 4 in 0 6 in =
= (= —, —si —,—sin— | =
ot X 0g Gesiios o, @hbees o el g ng

which is already normalised. As # — 0 from above, ny — (—1,0,0). As 6 — 27
from below, ng — (1,0,0). Hence, the surface is not two-sided.
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§4 Geometry of surfaces in R?

§4.1 First fundamental form
Let v: (a,b) — R3? be smooth. The length of v is

Lo = [ I @)

This result is independent of the choice of parametrisation. Let s: (A, B) — (a,b) be a
monotonically increasing function, let 7(¢) = vy(s(t)) and s > 0. Then

L(t) = /AB |7 @)|| dt = /AB 17 (s)|||s' ()] dt = /ab 17/ ()|| ds = L(v)

Lemma 4.1

If v: (a,b) — R3 is continuously differentiable and ~/(¢) # 0, then v can be para-
metrised by arc length, i.e. a parameter s.t. ||7/(s)|| =1V s.

Proof. Left as an exercise. O

Let ¥ be a smooth surface in R3, and let 0: V' — U C X be an allowable parametrisation.
If v: (a,b) — U is smooth, then there exist functions (u(t),v(t)): (a,b) — V smooth s.t.
v(t) = o(u(t),v(t)). Hence +'(t) = oy (t) + o,/ (t), giving

WO = Bu'(£)? + 2P/ () (1) + Go' (£)*
for functions
E= <0m0u>5 F= <UUaUv> = <Uvaau>§ G = <Uvaav>

where (-, -) represents the usual Euclidean inner product. Note that E, F,G depend
only on ¢ and not on +, also they are smooth functions on V.

Definition 4.1 (First fundamental Form)

The first fundamental form of ¥ in the parametrisation ¢ is the expression
Edu? + 2F dudv + G dv?

This notation is designed to remind you that

L(v) = / ' VE@W)? +2Fuv’ + G(v')2 dt
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where v(t) = o(u(t),v(t)).

Remark 20. The Euclidean inner product on R? provides an inner product on the sub-
space T,3. Choosing a parametrisation o, we can say 1,X = Im D 0|, = span{oy, 0y}
where o(0) = p. The first fundamental form is a symmetric bilinear form on the tangent
spaces 1,2, varying smoothly in p. However, we choose to express this in a basis coming
from the parametrisation o. In particular, we can think about the matrix expression

E F
F G
This is an example of a Riemannian metric.

Example 4.1

The plane Riy C R3 has the parametrisation (u,v) — (u,v,0). Hence, o, = e; and
0y = €3, hence the first fundamental form is du? + dv?.

We could also use polar coordinates, using o(r,6) = (rcosf,rsinf,0). This para-

metrises the plane without the origin. This gives o, = (cos#,sinf,0) and oy =
(—rsin@,rcosf,0). The first fundamental form is dr? 4 72 df>.

Definition 4.2 (Isometries)

Let 3, Y’ be smooth surfaces in R®. We say that they are isometric if there exists
a diffeomorphism f: ¥ — ¥’ that preserves the lengths of all curves. More formally,
for every smooth curve v: (a,b) — X, Ly (y) = Ly/(f o).

Example 4.2

Let ¥/ = f(X) where f: R? — R3 is a global isometry, or rigid motion, of R?; that
is, v — Av + b for an orthogonal matrix A. These isometries preserve the Euclidean
inner product on R3, hence f preserves length and so it is an isometry.

I(F o) @I = |4 @]
= [V @

However, in the definition, we need not map all of R? to itself, just 3 — /.

Often we’re interested in local statements.

Definition 4.3 (Locally Isometric)
We say that ¥ and ¥’ are locally isometric near points p € ¥ and ¢q € ¥/ if there
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exist open neighbourhoods U of p and V' of ¢ such that U and V are isometric.

We can also say that 3 and X’ are locally isometric if they are locally isometric at all
points; that is, each point of ¥ is locally isometric to some point on X'

Lemma 4.2

Smooth surfaces ¥, %’ in R? are locally isometric near p € ¥ and ¢ € ¥/ iff there
exist allowable parametrisations o: V — U C ¥ and ¢’: V — U’ C ¥’ such that the
first fundamental forms are equal in V (E = E',F = F' G = G’).

Proof. By definition, the first fundamental form of 3 determines the lengths of all
curves on ¥ that lie in o(V) = U.
(<=): If we have o and o’ with equal fundamental forms, then ¢’ oo™ : U — U’ is
an isometry since given curve 7y(t)

o (v(t)) = (u(t),v(t))
2
2
w220 = Hia’w(t),v(t))
7

= E'u? + 2F 4 + G'o?
= Eu? + 2F a0 + Go?
2

= Hjt’y(t)
s L(e' oo™ o) = L(v).

( = ): We shall first show that the lengths of curves in U determine the first
fundamental form of o. Given o: V — U, without loss of generality let V = B(0, ¢)
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for some § > 0, where o(0) = p. Consider, for all £ < 4, the curve

Ye: [0,e] = U;  t+— o(t,0)

Then,
d d r¢
—L = — WV E =\/FE
d€ (PYE) dE A (t7 0) dt (67 O)
Hence,
4 L) = JE0,0)
dE — ’76 - 9

So we can determine E at p by looking at lengths of curves. We can similarly
consider

Xe: [0,e] = U;  t+— 0(0,t)
which determines G. Finally, consider

Ae: [0,e] = U; two(t,t)

which determines \/(F + 2F + G)(0,0) which gives F' implicitly.

Soif f: U — U’ is a local isometry take any allowable parametrisation ¢’ : V — U’
then = f~! oo’ is s.t. the first fundamental form of o, o’ agree. O

Example 4.3

Consider the cone with angle arctan a to the vertical.

/

For u > 0 and v € (0, 27), we define

o(u,v) = (aucosv,ausinv, u).
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This parametrises the cone excluding the line at v = 0.
The first fundamental form is

(1+ a?)du? + au? dv?

Consider cutting the cone along the line v = 0 and flattening it into a plane sector.

| A

The circumference of the sector is 2wa and the radius is v/1 + a2, hence the angle

2ma,

;c)raced out by the sector is 6y = Tirar We can parametrise this subset of the plane
N

o(r,0) = (\/14—77" cos ( >, V1 + a2rsin (CLG),O)

af
Vita? Vita?
for r > 0 and 6 € (0,27). We can then check that the first fundamental form here is
(1 + a?) dr? + r2a® d6?
which matches the first fundamental form for the cone itself. Hence the cone and
the plane are locally isometric.

However, the cone and plane are not globally isometric, since the two topological
spaces are not homeomorphic, so no diffeomorphism that preserves lengths can be
constructed. An intuitive way to think about this is that the cone doesn’t include
the origin so shrinking any curve on the cone to 0 leaves the cone whilst the same
is not true in the plane, this is the notion of simple connectedness.

Example 4.4

The sphere of radius a, given by {z? + y? + 22 = a?}, has an open set with allowable
parametrisation

o(u,v) = (acosucosv,acosusinv,asinu)
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where v € (=%,%) and v € (0,27). This parametrises the complement of a half

great circle. Here,
oy = (—asinucosv, —asinusinv,acosu); o, = (—acosusinv,acosucosv,0)

Hence,

which gives the first fundamental form as

a® du? + a® cos® u dv?

Example 4.5

Consider the surface of revolution given by a curve
n(t) = (f(£),0,9())
rotated about the z axis. The resulting surface has parametrisation
o(u,v) = (f(u)cosv, f(u)sinv, g(u))
Hence,
oy = (fucosv, fysinw, gy); o, = (—fsinv, fcosv,0)
which gives

(f2 + g2) du® + f* dv?

Lemma 4.3

Let ¥ be a smooth surface in R?, and let p € ¥. Suppose we have two allowable
parametrisations o: V — U and ¢’: V! — U s.t. ¢(0) = ¢/(0) = p and U an open
nbd of p. The two parametrisations differ by a transition map f = o’ ~1 6 & which
is a diffeomorphism of open subsets of R?. There exist first fundamental forms for
both parametrisations. Then,

E F T E F
<F G)Z(Df) (F/ G/) (Df)
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Proof. By definition,
E F\ f(oy-04 Oy-0y\ -
(F G) o (Uv cOy Oyt O'U> = (o)D)

Since, 0 = 0’ o F = Do = Do'Df so (Do)T(Do) = (Do = Do’Df)T (Do =
Do'Df) = (Df)T(Da")T(Do’)(D ). O

§4.2 Conformality

If v,w € R3, we have v-w = ||v| - ||w|| - cosf. This allows us to deduce the angle
between two vectors given their dot product and lengths. This can also be done when
v,w are in the tangent plane 7}, and then we can express the angle in terms of the
first fundamental form. Let o be an allowable parametrisation for ¥ near p, such that
D 0|, evaluates to v at vy and w at wo.

v w I(vg,wp)

ol lwll ~ \/T(wo, vo)/T(wo, wo)

E F
I(vo, wp) = v (F G) wo.

where I denotes the first fundamental form of o at zero.

cosf =

Lemma 4.4

Let ¥ be a smooth surface in R3, and let o: V' — U be an allowable parametrisation
of ¥ near p.

Then o is conformal (preserves angles) iff E = G and F' = 0 in the first fundamental
form.

Proof. ( = ): Consider curves v: t — (u(t),v(t)) and 7: ¢t — (u(t),v(t)) in V,
where 7(0) = 5(0) = 0 € V. Let o be a parametrisation V' — U C X such that
c(0) = p € 3. Then the curves o oy and o o ¥ meet at angle 6 on 3, where

Bl + F(mﬁ 4 va) + Gov
cosf =

VE@ T 2Fu0 + Gt B + 2F 6 + GV

In particular, if o is conformal, suppose v(t) = (¢,0) and J(¢) = (0,¢). Then, we
have that the curves meet at 7 in V, so they meet at § in X, so we find that
cos=0 = F=0astu=0v=1andu=1=0.

Similarly, if v(t) = (¢,t) and 5(t) = (¢, —t), we find cos§ =0 = E = G.

(«<=): Conversely, suppose there exists a parametrisation o such that £ = G and
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F = 0. Then, in this parametrisation, the first fundamental form is of the form
p(du2 —|—dv2) forp=FE:V - R. So

wu + V0

Vi + 2+

cosf =

i.e. angles don’t change.

Alternatively, the first fundamental form is a pointwise rescaling of the Fuclidean
fundamental form du? + dv?. Rescaling the plane does not change angles, so o is
conformal as required. O

Remark 21. Conformality in charts is historically important for cartography. The exist-
ence of conformal charts is closely connected to Riemann surfaces, which are topological
surfaces locally modelled on C instead of R2.

§4.3 Area

Recall that a parallelogram spanned by vectors v, w has area

lv x w| = \/(U,U) (w,w) — (v, w)?, where x denotes the cross product. Let o: V —
U C ¥ be an allowable parametrisation with o(0) = p, and consider o, 0, € T,X. The
square of the area of the infinitesimal parallelogram spanned by o, 0, is given by

<<JUa0u> <0-U50-’U> - <JUa0v>2)1/2 = m

Definition 4.4 (Area)

Let ¥ be a smooth surface in R3, and o: V — U C ¥ an allowable parametrisation.
Then,

area(U) :/ VEG — F?2dudv
1%

Remark 22. This is independent of parametrisation. Indeed, suppose o: V' — U and
o:V — U are allowable. Then & = ¢ o ¢ for some transition map ¢ = o loG: V = V.
We know then that by Lemma 4.3

(? g) = (D3)"(D7) = (Dg)" (? g) (Dg)

Hence by taking determinants,

VEG — F? = |det(Dy)|VEG — F?
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The usual change of variables formula for integration, combined with the fact that ¢ is
a diffeomorphism, gives

/\/EG—F2dudu:/~\/Eé—ﬁ2dad5.
Vv Vv

So area(U) is intrinsic and well-defined.

Note, we can compute the area of an open set U C X, not necessarily lying in a single
parametrisation, by covering the set by a finite amount of open subsets which lie in
single charts. For instance, if ¥ is compact, we can compute the area of 3 itself.

Example 4.6

Consider the graph ¥ = {(u, v, f(u,v)): (u,v) € R}, where f: R?> — R is a smooth
function. This has a global parametrisation o(u,v) = (u,v, f(u,v)). Here, o, =
(1,0, fy) and o, = (0,1, f,), hence

VEG — F2 = /1+ f2 + f2

Let Ur C ¥ be the part of the graph lying inside the disc B(0, R) C R2. Then

area(UR) :/B(DR) V14 f2 4 f2dudv > wR?

with equality exactly when f, = f, = 0, which is when f is constant and Ug is
contained inside a plane perpendicular to the z axis. Hence, the projection from X
to ng is not area-preserving, unless X is a plane perpendicular to the z axis.

Example 4.7

Consider the sphere enclosed exactly by a cylinder. The cylindrically radial projec-
tion from the sphere to the cylinder is area-preserving. You will prove this in Sheet
2.

§4.4 Second fundamental form

Let’s try to measure how much ¥ C R? deviates from its own tangent planes.
Let 0: V — U C X be allowable. By using Taylor’s theorem, we can write
o(u+ h,v+1) =o(u,v) + hoy(u,v) + loy(u,v)
+ %(hzauu(u, ) + 20y (1, v) + L2045 (u, v)) + O(h3, 03)
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where h,¢ are small, and (u + h,v + ¢) € V. Recall that if p = o(u,v), we have
T,% = ({ou,00}). Hence, the orthogonal distance from o(u + h,v + ¢) to the affine
tangent plane T),% + p is given by projection to the normal direction.

(n,o(u+ h,v +€) — o(u,v)) = %(m Guas) B2+ 2(n, 0u0) KO+ (1, 000) £2) + O(R3, %)

Definition 4.5 (Second Fundamental Form)

The second fundamental form of ¥ in the allowable parametrisation ¢ is the
quadratic form

Ldu® + 2M dudv + N dv?

where
L= <n70uu> ; M= <n7 qu> ;i N = <n7 va>
and
Ou X Oy
n= ———
low X ol

We can write this as the matrix

(i %)

which defines a quadratic form on 7,3 which varies smoothly in p.

Lemma 4.5

Let V be connected and o: V' — U C X be an allowable parametrisation such that
the second fundamental form vanishes identically with respect to o. Then U lies in
an affine plane in R3.

Remark 23. The first fundamental form is a non-degenerate symmetric bilinear form on
T,%, whereas the second fundamental form may be degenerate.

Proof. By definition,
(n,ou) = 0= (n,o,)
Hence, by differentiating, we find

0 = (ny,ou) + (N, 0uu) = Ny, 04) + (N, 04p) = Ny, ) + (N, Tuy)
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Some of these terms appear in the definition of the second fundamental form:

L= <TL, Uuu> = - <nU7au>
M = <n, Juy> = = <TLU,O'u> = - (nu,av>

N = <n70vv> = <nv70—’U>

If the second fundamental form vanishes, then n, is orthogonal to o, o,. Also
(n,n) = 1 so differentiating wrt v we get 2 (n,n,) = 0 so n, is orthogonal to n as
well. Since {0y, 0,,n} form a basis for R?, we have n,, = 0. Similarly, n, = 0, hence
n is constant by the mean value theorem (V' connected and by use of mean value
inequality).

This implies that (o,n) is constant as (o, n,) = (oy,n) = (0,ny) = (oy,n) = 0. So
U is contained in a plane. O

Remark 24. The first fundamental form in parametrisation o can be written (Do )T(Do).
We can similarly write the second fundamental form as

L M Ny 0y Ny -0
_ T — — u u u v
(Dn)T (Do) <M N) (nv “Oy My Uv) '
Hence, if6: V - U C Y and 7: V — U C X are allowable parametrisations for an open

set U C X with transition map ¢: VoV given by ¢ = 07! 0 &, then we know the
normals are the same up to a sign by Lemma 3.3 so

n}(aa 6) = inU(@(a7 ﬁ))
In particular, if det(Dy) < 0, we arrive at a negative sign. Thus
L M _
(]\7 N) = —(Dngz)Do

= £(Dy)T (M N) (Dy)

The change in sign depends on whether the transition map preserves or reverses orient-
ation. If we assume that V,V are connected, the determinant det(D¢) does not change
sign.

Example 4.8
Consider the cylinder with allowable parametrisation

o(u,v) = (acosu,asinu,v)

where u € (0,27),v € R. Note that o,, = 0y, = 0, hence M = N = 0. We can show
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that the second fundamental form is given by
—a 0 . 2
< 0 0) ; adu

§4.5 Gauss maps

Definition 4.6 (Gauss Map)

Let ¥ be a smooth oriented surface in R3. The Gauss map n: ¥ — S52¢ is the
map p — n(p), where the normal vector is defined by the orientation of ¥ and is
normalised so it lies in the unit sphere.

aSZZ{xGRS:\ﬂ:l}

Lemma 4.6

The Gauss map is smooth.

Proof. Since smoothness is a local property, it suffices to check the smoothness of
the map on an arbitrary parametrised part of . Let o: V — U C ¥ be allowable
and compatible with a chosen orientation. Then at o(u,v) = p € ¥ and

Oy X O

n(o(u,v)) = ————
low x oyl

noo : V — S? C R3 which is smooth since ¢ is. Since o is allowable, the denominator
is non-vanishing. ]

Remark 25. If ¥ = F~1(0) for some function F': R® — R with nonzero derivative DF
at all points * € ¥ (which was required for ¥ to be a smooth surface in R3), then we
can explicitly calculate the Gauss map to be

) =
v
Note that,

TpY = Ty S* = (n(p))*

since the two planes are orthogonal to the same vector. More concretely, if v € T),X is
v'(0) where v: (—¢,¢) — X, v(0) = p for a smooth curve ~, we can apply the Gauss map
to v and find

noy: (—e,e) = 5% (nov)(0) =n(p)
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Then, by the chain rule,

Dn| (v)=Dn

p

(7(0)) = (n07)'(0) € T, S* = T, %

Thus, the derivative of the Gauss map is D n\p : 1,5 — TpX. This can be viewed as
an endomorphism of a fixed (with respect to parametrisation choice) two-dimensional
subspace of R3.

To summarise, let 3 be an oriented smooth surface in R3. Then,

1. The first fundamental form is a symmetric bilinear form (-, - ) =1,: T, X xT,¥X —
R, which is the restriction of the Euclidean inner product to this space T),%. We
can write I,(v, w), where v, w € T,X.

2. The second fundamental form is also a symmetric bilinear form II,: T,X xT,> — R,

given by
o)
P

If we choose an allowable parametrisation (which for the second fundamental form must
be correctly oriented) o: V' — U C X near p € ¥, and if

I,(v,w) =1, (—D n

where n is the Gauss map.

(0)=v; Do| (W)=w; o(0)=p

0

Then,

E F L M
— AT . AT N
I(v,w) =1 (F G) w;  Ip(v,w) =0 <M N) W

where F, F,G, L, M, N depend on the choice of 0. Note that the functions I, and II,, are
independent of o.

Lemma 4.7

The derivative of the Gauss map is self-adjoint. = More precisely, viewing
Dn|p : T, — T,3 as an endomorphism over the inner product space with the first
fundamental form, this linear map satisfies
(w)>
P

I, (Dn (v),w) =1l (v, Dn

for all v,w € TpX.
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Proof. From expressions for local parametrisations, we can show that I, and II,, are
symmetric. Hence,

L,(Dn|l (v),w)=—-I(v,w)=—-I(w,v) =L,(Dn

(w),v) =L,(v,Dn

(w))

p

O]

Proof. Take o a parametrisation with ¢(0) = p. Then {au,av} is a basis of T),X.

To prove self-adjoint it suffices to check that < > = <ou, Dnl, (o v)>,
equivalently (n,,o,) = (o4, ny) as n(p) = n(o( )) so ny = Dnl, (o) by chain
rule.

We have shown this earlier but to check
(nyoy) = (n,0y) =0
Differentiate the first expression wrt v
(ny,ou) + (N, 04y) =0
Differentiate the second expression wrt u

<7’Lu,0'y> + <n700u> =0

(Recall M = — (ny,04) = — (ny, 0v)). O

Let’s try to find the matrix of Dn|, in the basis of {oy, 0 }.

(ou) = a1104 + a210,
P

ny, = Dn

(0y) = a120y + age0y,
P

ny = Dn

Taking products with oy, o,

Q=-PA
QT =Q=-ATPT = -ATP.

Note. A is not necessarily symmetric, it is if {oy,0,} is orthonormal as this is when
P=1.
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. L M E F ail a12\ .
_AT — T
v (M N) v (F G) <a21 a22> w (1)

= Ip(v,= Dn| (w))
P

(v), w).

p

= I,(— Dn

Then the second fundamental form has an intrinsic form given by the symmetric bilinear
form I,: T, x T3 — R, given by
o)
P

Remark 26. The fundamental theorem of surfaces in R? states that a smooth oriented
connected surface in R? is determined completely, up to rigid motion, by the two funda-
mental forms.

I,(v,w) =1, <—D n

where n is the Gauss map.

§4.6 Gauss curvature

Definition 4.7 (Gauss Curvature)

Let ¥ be a smooth surface in R3. The Gauss curvature x: ¥ — R of ¥ is the
function defined by
p)

Remark 27. This is always well-defined, even if ¥ is not oriented. This is because X is
always locally orientable, we can always choose a local expression for n. If we replace n
by —n, the determinant will not change as for 2 x 2 matrices, det(—A) = det(A).

k(p) = det (D n

We can compute x directly. Let 3 be a smooth surface in R3, and ¢ an allowable
parametrisation for an open neighbourhood of a point p. Using eq. (1) we see that
taking determinants:

LN — M? = (EG — F*)x
LN — M?

R = det(A) = m
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Example 4.9 (Cylinder)

For a cylinder {z2 +y% =1}, we saw previously that o(u,v) = (acosu,asinu,v)

0 ol % k(p) = OV p.

and the second fundamental form was
We could have seen this without doing any calculations. The normal to the cylinder
is always horizontal, so the Gauss map n: ¥ — S? has image which lies in the
equator. So if v : (—¢,e) — ¥ is a vertical curve, then Dn|, (7/(0)) = (no~)'(0) =
0 = det Dn|, = 0.

Definition 4.8 (Flat)
A smooth surface ¥ C R? with vanishing Gauss curvature everywhere on ¥ is flat.

Remark 28. If 0: V — U is allowable, and n, is defined to be noo: V — S2, then

Dng| oy (No)u;  0p = (o )y
0
In particular, x(p) = k(o (0)) vanishes if and only if (ns), X (1), = 0. Usually, we will
write n to denote n,. In this case, the condition for flatness is that n, X n, = 0.

Example 4.10

If ¥ is the graph of a smooth function f, then it is easy to check that E = 1+ f2, G =
1+ f2,F = fuf, and so EG — F2 =1+ f2 + f? and

fuu . fuv _ fvv
VEG 2

Jic—r T Ui
— fuufvv - fg’l}
(1+f2+ f2)?

Hence, the curvature depends on the derivative and the Hessian of f.

1 If fu,v) = 2522 at (0,0) we find £(0,0,0) = 1.

2 2

2. If f(u,v) = “5*, k(0,0,0) = —1.

For instance, let f(u,v) = v/r? —u? — v2. Here, the graph is a piece of a sphere of
radius . We can find

—1
=3 f uv

0 T

1
=0 = £(0,0,r) = —
0 T

Juu

= fvv
0
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Since O(3) acts transitively on S?, and the fundamental forms are preserved by such
global isometries, Kk = 7%2 everywhere on the sphere of radius r.

Example 4.11

Let 3 be the smooth surface given by {z = z2 + y2}. We claim that, for the inward
facing choice of orientation, the image of the Gauss map is the open northern hemi-
sphere. Note that 3 is invariant under rotations about the z axis. Also, we can show
that if R is a rotation, n o R = R o n. Therefore, it suffices to consider an arbitrary
point with y = 0.

Here, > = F~1(0) for the function F(z,y,2) = z — x? — y?, which has nonvanishing
derivative at the points p € ¥. Hence, at p = (x,0, 2?), we have
- YE _ (201
n = =
PUIVE T Vit

We can check explicitly that this map has image which an arc lying in the open
northern hemisphere.

§4.7 Elliptic, hyperbolic, and parabolic points
Definition 4.9 (Conics)
Let ¥ be a smooth surface in R? and p € ¥. We say that p is
1. elliptic if x(p) > 0;
2. hyperbolic if k(p) < 0;
3. parabolic if x(p) = 0.

Lemma 4.8

In a sufficiently small neighbourhood of an elliptic point p, 3 lies entirely on one
side of p + T,X. If p is hyperbolic, X lies on both sides of p + T},X.

Proof. Let o be a local parametrisation near p. Here,

LN — M?
- EG - F?

K

The denominator is always positive, since it is the determinant of a positive definite
symmetric bilinear form I,. Hence, the sign of x depends on the sign of LN — M2,
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Recall that if w = hoy, + (o, € T,%, then I, (w,w) measures the signed distance
from o(h,l) to p+ 1,2 (0(0) = p) measured via the inner product with positive
normal

1
5 (Lh? + 2Mhl + NI?) + o(h*,19).

Y has eigenvalues of the same sign, so it is either positive

or negative definite” at p. So in a neighbourhood of p, this signed distance only has

If p is elliptic, then ( L

one sign locally.

Conversely, if p is hyperbolic, then II,(w,w) is indefinite so takes both signs in a
neighbourhood of p. O

“As the matrix is symmetric

Remark 29. We cannot conclude anything about parabolic points a priori. For instance,
the cylinder is flat (all points are parabolic), and the surface lies on one side of the
tangent plane at every point. Consider also the monkey saddle defined by

o(u,v) = (u,v,u’ — 3v?u)

which has a parabolic point at the origin, but X lies on both sides of the tangent plane
in every open neighbourhood of the origin. At p = ¢(0,0), the Gauss curvature vanishes,
but the surface lies locally on both sies of the tangent plane.

Proposition 4.1

Let ¥ be a compact smooth surface in R®. Then ¥ has an elliptic point.

The idea of the proof is as follows: Take a plane and move it towards the surface until it
touches it, then the surface lies on one side of this plane so we have an elliptic/parabolic
point. If we instead use a bowl and not a plane, then the surface must curve away from
the bowl and so must have an elliptic point.

Proof. Since ¥ is compact, it is closed and bounded as a subset of R3. Hence, for
R’ sufficiently large, X lies entirely within B(0, R’). Let R be the minimal such
R'®. Up to a global isometry of R3, there exists a point p = (0,0, R) € ¥ on the
sphere S?(R) of radius R. Here, T,,> = T,52. Locally near p, we can view % as the
graph of a smooth function f: V' — R on the z,y coordinates with the property
that f — v R?2 —u? —v2 < 0. This expresses the fact that X lies underneath the

sphere of radius R.

We can now consider the Taylor series of f. Note that (0,0) is a maximum point
of f, hence f, = f, =0 at 0. Let F(u,v) = f(u,v) — VR? —u? —v?, F(u,v) <0.
We can see that F, = F, = 0 and Fuy = fuu + %, Fuv = fuvs Foo = foo + 5 at
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(0,0). As F has a local maximum at 0 we know that its Hessian must be negative
semi-definite for sufficiently small u, v:

1 1
(fuu + R>U2 + 2fuvUU + (fm; + R>U2 <0

1 1
5 (fuuu2 + 2fuvuv + fvaUQ) S _ﬁ(uz + '1)2)

L M _ fuu fuv
M NJ fuv fvv

Hence, the second fundamental form is locally negative definite near (0,0). £ =G =
1 and F' = 0, which follows from our previous calculation of the first fundamental
form for graphs. Hence, (p) > 0, so p is elliptic as required. In particular, the
curvature at this point is greater than that of the sphere. ]

“The distance of points from the origin is a cts fcn on a compact space so extremum exists and is
achieved

§4.7.1 Gauss curvature and area

Theorem 4.1

Let ¥ be a smooth surface in R3, and let p € ¥ such that x(p) # 0. Let U be an
open neighbourhood of p, and consider a decreasing sequence p € A; C U of open
neighbourhoods that ‘shrink to p’, in the sense that for all ¢ > 0, A; C B(p,¢) for
sufficiently large ¢. Then,

_ i 222 A)
]n(p)!—ilggo areay; (4;)

In other words, the Gauss curvature is an infinitesimal measure of how much the
Gauss map n distorts area.

Remark 30. Around hyperbolic points, the signed area of n(A;) is reversed, since curves
v reverse direction under n. We can alternatively define the signed area of n(A;) to be
the area of n(A4;) if kK > 0 and the negation of this area if k < 0. The above theorem
holds when x = 0, but this will not be proven.

Proof. This is all ‘local’ solet o : V' — U C X be an allowable parametrisation near
p € ¥. Using o, we can define the open sets 0~1(A;) = V; C V. Since the A; shrink
to p, we have that (; V; = {(0,0)}. We have

areag(Ai):/V \/EG—deudU:/V |ow x oy dudv
1 3
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Consider noo : V — S? C R3, by chain rule:

= Dn
0

o Do
P

D(noo)

0

o allowable so Do| rank 2 and as x(p) # 0, det Dn|, # 0 so it too is rank 2, thus
D(noo)|, rank 2. Thus n o o defines an allowable parametrisation for an open
neighbourhood of n((0,0)) by the inverse function theorem. Therefore,

areagz(n(A;)) :/ |y X ny|| dudo
Vi

for sufficiently large i such that c~'A4; = V; lies in the open neighbourhood of (0, 0)
where n o o is a diffeomorphism.

[nw X nol| = [|Dn(ow) x Dn(oy)|
Recall from last lecture

Dn(oy) = a1104 + a210,
Dn(oy,) = ai20y + a0y,
= Du(oy) X Du(oy) 110y + a210y) X @120y + a220y
a11022 — G12G21) Oy X Oy
det(Dn)=x(p) I

/ I x 1| dus ds :/ IDn(ow) x Dn(oy)|| dudv
Vi Vi

= (
=

:/ (et (Dn)| - [|ow X 0| dudv

Vi

:/ Vil ) = i ¢ | S 60
Vi

As k is continuous, given € > 0 there exists § > 0 such that |k(u,v) — x(0,0)| < ¢ for
all (u,v) € B((0,0),9). In particular, for sufficiently large i, we have V (u,v) € V;

5, )] € (15(p)] = & w(p)] + 2)
Hence,
(5@ =€) [ llowx oolldude < [ n(u,0)|- ow x o | dudv
Vi Vi

SW@H@/H%XQMMU
Vi
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In other words,

areagz (n(4;))
lk(p)| — e < m <|k(p)| +¢

Letting ¢ — oo gives the result as required. O

Theorem 4.2 (theorema Egregium)

The Gauss curvature of a smooth surface in R? is isometry invariant. In other
words, if f: 31 — 3 is a diffeomorphism of surfaces in R? which is an isometry,

then k(p) = k(f(p)) for all p.

Remark 31. Isometries rely on only the first fundamental form, but Gauss curvature is
defined using both fundamental forms. We can do a direct proof by simply differentiating
the formula and rearranging until the result follows. This proof is given in Part II.

Alternatively, we can consider a different question: are some allowable parametrisations
of a smooth surface in R? ‘better’ than others in some way? If we have a parametrisation
0:V — U C X, this defines certain distinguished curves, which are the images of o(¢,0)
and ¢(0,t). In this sense, looking for a ‘best’ parametrisation is equivalent to looking for
‘best’ distinguished curves near a point. This leads to the study of geodesics. We will
later show that every smooth surface in R? admits local parametrisations such that the
first fundamental form has form du? + G dv?, so E =1 and F = 0. We will also see (on
an example sheet) that if such a local parametrisation exists, then x can be expressed
as a function just of G. This allows us to approach the proof of the theorema egregium
from a more conceptual way, since we have expressed k in terms of the first fundamental
form alone.

Theorem 4.3 (Gauss-Bonnet theorem)

If ¥ is a compact smooth surface in R3, then

/ kdAs @ = 21y (S)°
by

“Locally VEG — F? dudv

YBuler Characteristic

The LHS is geometric and the RHS is topological!
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§5 Geodesics

§5.1 Definitions

Recall that we defined, for a smooth curve v: [a, b] — R3,

ength(2) = 1) = [ |5/ ()]

Definition 5.1 (Energy)
The energy of « is given by

b
20) = [P ar

Consider Q,, = {all smooth curves 7 : [a,b] = R? : v(a) = p,7(b) = ¢} then E : Q,, —
R. In fact what we really want is given ¥ C R3, v : [a,b] — 3. Then we want to find
the critical points of E exactly like in variational principles.

Definition 5.2 (One-Parameter Variation)

Let v: [a,b] — ¥, where ¥ is a smooth surface in R3. A one-parameter variation
(with fixed endpoints) of v is a smooth map I': (—¢,¢) X [a,b] — X, such that if
vs =I'(s, - )% then vo(t) = v(t), and 7s(a) and ~5(b) are independent of s.

Te. vs(t) =T(s,t)

Definition 5.3 (Geodesic)

A smooth curve v: [a,b] — ¥ is a geodesic if, for every variation (vs) of v with

fixed endpoints as above, we have %‘ o E(vs) = 0. In other words, ~ is a critical
S=

point of the energy functional on curves from y(a) to y(b).
A geodesic is the path that a free particle would follow if the only force acting on it was

the one that kept it on the surface. E.g take a sphere to a place with no gravity, put a
marble on it and give it a kick. The path it follows will be a geodesic.

§5.2 The geodesic equations

Let v have image contained within the image of an allowable parametrisation o: V — U.
Then, for sufficiently small s, we can write v5(t) = o(u(s,t),v(s,t)). Suppose that the
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first fundamental form, with respect to o, is
Edu® + 2F dudv + G dv?
Let

R = E(u(s,t),v(s, 1)) 4+ 2F (u(s, t),v(s, t))ud + G(u(s,t),v(s, t))0>
= EW* + 2Fub + Gi°

where @ = 3}, v = §;. By definition,

E(y) = /adet

where R depends on s. Hence,

OR ou ov
—— = (Bui® 4+ 2F,00 + Gu? ) 5= + (Bud® + 2P0 + Gyi® ) o=
s ( u” 4+ uv—i—Gv)aS—l-( V7 + uv—i—G’U)as
. N ) N
+2(Eu+Fv)%+2(Fu+Gv)%
This gives
d bOR
&E(’YS)* i gdt-

ou _ 0*u 0v _ 9%
Note 3, = 350> a5 = Dsoi
at a,b as the endpoints are fixed. Hence,

b Ou ov
B(vs) = / (Aas + Bas) dt

and so we can integrate by parts. Note that % and % vanish

d
ds

s=0

where

d
A = E,i® + 2F, 00 + Guo? — 2 (B + Fo)

d
B = Eyi® 4+ 2F, i + G,i? — 2 (Fi+ Go)

Note that we have absolute freedom for choosing the “variational vector field”

w0 = (520.0.550.0),

which are the g—“ L %E(%) - fb %71;3 dt.

s Os a
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Corollary 5.1
A smooth curve v: [a,b] — ¥ with image in Im o is a geodesic iff A = B =0, i.e. it
satisfies the geodesic equations:

1
%(Eu +F) = (But® + 2,00 + Guo?)
1
%(Fd +Go) =5 (Bui® + 2Fyi0 + Gyo?)

Note that these equations are evaluated at s = 0, so no choice of variation is required.

Remark 32. 1. If w(t) with w(a) = w(b) = 0 then
s(t) = o ((u(t), v(t)) + sw(t))
for s small enough is a variation of v with fixed endpoints and variational vector
field w.
2. Recall Q10, Sheet 4 of TA Analysis:

/ab&g(x)dx:o Vg:lab] = Rs.t. gla) = g(b).

cont

= f=0.

This justifies why A= B =0

3. The best way to think about the geodesic equations is via the Euler-Lagrange
equations of the Lagrangian, L(u, v, %, 0) = 3 (E4® + 2Fud + Go?) (purely kinetic
energy). Recall from Variational Principles that the E-L eqns are %g{? = g{f

where q; = u, ¢2 = v. These are the geodesic equations.

Remark 33. Solving a differential equation is a local procedure. The original definition of
the geodesic seems to be a global property. However, we can always consider a sub-curve
of v to also be a geodesic, since its variations are variations of 7. So the definition can
be thought of as local.

§5.3 Equivalent characterisation of geodesics

We have so far restricted our analysis to the first fundamental form, without considering
its embedding in R3. Intuitively, we know that straight lines in R? are not just locally
shortest but also locally straightest. We would expect this to hold for other surfaces as
well. We can charaterise this notion via stating that the change in the tangent vector to
a curve is as small as it could be, subject to the constraint that it lies on the surface.
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Proposition 5.1

Let ¥ be a smooth surface in R®. A smooth curve 7: [a,b] — ¥ is a geodesic iff 5(t)
is everywhere normal to the surface X.

Remark 34. This proposition makes use of the tangent plane, a notion that exists only
because we have an embedding in R3.

Proof. The property of being a geodesic as we previously defined is a local property,
and so is the condition in the proposition. Hence, we may work entirely within an
allowable parametrisation o: V' — U. Suppose 7(t) = o(u(t),v(t)). Hence,

Y = oyt + o0

4 is normal to ¥ when it is orthogonal to the tangent plane, which is spanned by
Oy, 0y. This is true iff

d ) . d . .
<dt(0uu + va),0u> =0= <dt(0uu + va),av>

We will prove the first equality. This can be rewritten

d<0u+0i)a><aa+ai)do>—0
dt u v¥y YU u ’U’dtu -

Note that (oy,0,) = F and (o, 0,) = F.

d
&(Eu + F0) — {040 + 040, Oyyt + 0y 0) =0

Hence,

(B Fo) — [12 (00, 0ua) + ({00, 0u0) + {00, 0u)) + 8 {0000)] = 0

Note that E, = 2 (oy, 0uu), Fu = (Ou, Oww) + (0v, 0uu), and Gy, = 2 (0, 0yp). This
gives

d, . . 1 . .. .

a(Eu + Fo) = 5 (Euu2 + 2F,u0 + Guv2>
which is the first of the geodesic equations. By symmetry, we find the second
geodesic equation similarly. O
Corollary 5.2

If v : [a,b] — X is a geodesic, then |¥(t)| is a constant, so geodesics are parametrised
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proportional to arc length (i.e. has constant speed).
Proof.

d . . ) ;
dt(%v>=2< ¥ oo, >=0
~—~ ~—~

tangent to ¥ normal to

§5.3.1 Length vs Energy

Energy is sensitive to reparametrisation. If f,g: [a,b] — R are smooth, the Cauchy-
Schwarz inequality gives that

(/:fgdt>2§/abf2dt./abg2dt

Let us apply this to f = |¥|, g = 1 to find

o= ([ o ra) < ([Thorpa)( 1) = o0 -o

Since equality holds only when the two functions are proportional, we must have that
|7/ (t)|| is constant for the equality to hold. In other words, v must be parametrised
proportional to arc length.

Corollary 5.3
A smooth curve v : [a,b] — ¥ C R3 that has constant speed and locally minimises
length is a geodesic.

Proof. Need to prove 7 is a critical point of E.
Let 7 : [a,b] — X be any other curve connecting y(a) to v(b).

2 T 2
LY (UOP gy

E(y) =

Thus 7 is a critical point of £ and hence a geodesic. O

Remark 35. We would like geodesics to be a local property, but not necessarily global
length minimisers. For example, all arcs of great circles will be shown to be geodesics,
even if large arcs are not global length minimisers between fixed endpoints.

While geodesics might not be global minimisers they are always local minimisers (see
Wilson’s book for proof).
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Example 5.1 (Geodesic on planes)

The plane R? has parametrisation o(u,v) = (u,v,0) and first fundamental form
du? 4+ dv?. The geodesic equations here are

In particular, the geodesics on the plane are given by
ult) =at+B; v(t)=vt+9

This is a straight line, parametrised at constant speed.

Example 5.2 (Geodesics on unit sphere)

Consider the unit sphere with parametrisation

o(u,v) = (sin 6 cos @, sin O sin @, cos )
o, = (—sinfsin ¢, sinf cos ¢, 0)

o9 = (cosf cos @, — cos O sin @, — sin )
This has first fundamental form
E=sin’0,F=0,G=1

We have Lagrangian

1 .
L(0,¢,0,¢) = 5(*sin>0 + 6°)

Euler-Lagrange
oL . OL )

7-—9 _— = 2 -
0 op ¥
oL 0L ., .
%—0,%—gp sin @ cos
i) s
dt\oi) Oz
= i(‘?SinZ@):O,é:ngSinGcosG ©)

dt

This gives right away that the equator ¢ +— (¢, ) is a geodesic with speed 1. In fact
all great circles parametrised with constant speed are geodesics. We can prove this
by integrating (f), but we can see this by geometrically noticing that such curves
have 4 normal to Tv(t)SQ.
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Since geodesics solve a 2nd order ODE prescribing a point p € ¥ and a direction
v € T,Y determines the geodesic completely. Thus great circles are all possible
geodesics, as there exists a great circle for all p, v.

Note that v between p, g as in the picture does not minimise length.

§5.4 Surfaces of revolution

This is an important example.

Consider the surface of revolution given by n(u) = (f(u), 0, g(u)) in the zz-plane rotated
about the z axis, where 7 is smooth and injective, and f(u) > 0.

Definition 5.4

A circle obtained by rotating a point of 7 is called a parallel. A curve optained by
rotating 7 itself by a fixed angle about the z axis is called a meridian.

Lemma 5.1

A parallel given by u = wug is a geodesic when parametrised at constant speed iff

f’(uo) = 0

Proof. Consider the allowable parametrisation

o(u,v) = (f(u) cosv, f(u)sinv, g(u))
where u € (a,b) and v € (0,27). The first fundamental form is
(£ + (¢)?] du? + f? do?
If wlog we choose to parametrise 1 by arc length, this becomes
du? + f2 dv?
The Lagrangian for the geodesic is
L= %(uQ + f20?)

E-L eqns — i = ff’?')Q, %(f%) = 0. (1)
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We also know that geodesics travel with constant speed so 42 + f20? is a non-zero
constant. This is an example of a “completely integrable” problem, it has the same
number of degrees of freedom as conserved quantities, 2.

Meridians: Let v = vy, if u(t) =t + ug, the map ¢t — (t + ug, vp) is a geodesic with
speed 1 through (ug,vo) as it satisfies (). As isometries map geodesics to geodesics
(Sheet 3) all meridians are geodesics.

Parallels: Let u = ug then as 4?2 + f29? = a for some a # 0, f?9? = a — u3. From
(1) we need ff'9% =0so f'(ug) = 0. O

Let’s look at the conserved quantity f2% in more detail.

Proposition 5.2 (Clairaut's relation)

Consider a curve y(t) on X, making angle 6 with the parallel of radius p = f. If
is a geodesic, then pcos#@ is constant along ~.

Proof. Let v(t) = o(u(t),v(t)), so ¥ = oytt+0,0. The tangent vector to the parallel
is 0, = (—fsinw, f cosv,0). By the earlier discussion on angles in terms of the first
fundamental form,
o5 — (00, oull —|— O'U’[)>.
ool - [lowts + oud|
Assume + is parametrised by arc length, so ||¥|| = 1, so ||oyu + 0,0|| = 1. Using
that F = 0,G = f? we get
o .
cosf = — = fo.
f

So if v a geodesic then pcosf = f20 is a constant. O

This is just another way to write the conservation law arising from g—i = 0.

Example 5.3 (Ellisoid of revolution)

Usually, for a surface of revolution, we take the assumption that 7 never intersects
the z-axis, or that f is positive. This ensures that all points on the surface are
locally smooth. However, we can allow n to meet the z-axis orthogonally, as in the
ellipsoid or sphere.

Consider an ellipsoid of revolution. pcosf is constant along a geodesic . Suppose
that at some point 7 intersects a parallel of radius py at angle 6y, and that v is not
a meridian (so cosf # 0). Hence 0y € [0,5). In particular, 0 < ¢ = pcosf < p
for ¢ = pgcosfy so p is bounded below by c. A geodesic which is not a meridian
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is therefore ‘trapped’ between parallels with radius c¢. In particular, any geodesic
through a pole is a meridian.

§5.5 Local existence of geodesics

It is difficult to solve the geodesic equations globally. We can often intead prove local
results about any geodesics that may arise.

Recall Picard’s theorem from Analysis and Topology. Let I = [tg — a,to + a] C R,
B ={z: ||z — x| <b} CR", and f: I x B — R” that is continuous, and Lipschitz in
the second variable.

1t 21) = [t @2)[| < Nljzy — z2]

Then the differential equation i—f = f(t,z) with z(ty) = o has a unique solution for

some time interval |t —tg| < h, where h = min {a, %} where s = sup || f||. Further, if f
is smooth in all parameters, then the solution to the differential equation is smooth and
depends smoothly on the initial condition.

Recall the geodesic equations:

—_

d
3 Bt Fo) = (Bwi? + 2F,00 + G,i?)

d
= (Fii+ Gi) = o (Byii® + 2Byt + Gyo?)

de
(F G) <U> = R(u,v,1,0)

where R is composed of smooth functions of u, v, %, 9. The matrix on the left hand side
is invertible, and the inverse map A — A~! on matrices is smooth. Hence, we can write
the geodesic equations in the form

=N

[\

We can write this as

i = A(u,v,0,0); = B(u,v,u,?)

In the usual way we can turn second-order equations into first-order equations by intro-
ducing p = u,q = ¥, and we find

w=p; v=¢q; p=Au,v,p,q); ¢=DB(u,v,p,q)

This is a system of first-order ordinary differential equations as governed by Picard’s
theorem. Since A, B are smooth, a local bound on ||DA| and ||DBJ will give the
required Lipschitz condition.
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Corollary 5.4

Let ¥ be a smooth surface in R3. For p € ¥ and v € T,%, then there exists € > 0
and a unique geodesic v: (—¢,e) — ¥ such that

¥0)=p; 4(0)=wv

Moreover, v depends smoothly on p, v.

The local existence of geodesics gives rise to allowable parametrisations of ¥ with ‘nice’
properties in terms of the first fundamental form. Let p € ¥, and consider a geodesic
arc «y starting at p and parametrised by arc length. At each point (¢) for small ¢, we
can consider a geodesic arc 7 starting at y(¢), and ~;(0) is orthogonal to +/(t), and
also parametrised by arc length. Now, we define o(u,v) = 7,(u), which is defined for
u € (—¢,e) and v € (—4,0).

Lemma 5.2

For ¢, ¢ sufficiently small, o: (u,v) — ~,(u) defines an allowable parametrisation of
an open set in 3.

Proof. Smoothness follows from Corollary 5.4. At the origin (0,0), by construction
we have oy, 0, orthogonal and have norm 1. Thus Dol : R? — T,% is a linear
isomorphism. Now we cann apply inverse function theorem as in Q9, Sheet 1 to
deduce that o is a local diffeomorphism at (0,0) and hence for ¢, small enough it
is an allowable parametrisation. ]

Proposition 5.3

Any smooth surface ¥ in R? admits local parametrisations for which the first fun-
damental form has form du® + G(u,v)dv?, so E =1 and F = 0.

Proof. Consider the parametrisation o(u,v) = v,(u) as above. For vy fixed, the
curve u — 7y, (u) is a geodesic parametrised by arc-length, so E = (o,,0,) = 1.
One of the geodesic equations is

d

Fi+ Gb) = = (E,i® + 2F,u0 + Gyo°
dt

1
2
and consider v(t) = vg, u(t) =t. B, =0,0 =0 and @ = 1, so

d
&F:O — F,bu=0 —= F,=0
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So F'is independent of u. At u = 0, then by construction of -, as being orthogonal
to v at y(v), we see I = 0. O

Remark 36. 1. These coordinates are called Fermi coordinates (and sometimes
geodesic normal coordinates).

2. Note that by fixing u and letting v vary, the curve obtained is typically not a
geodesic, except for v = 0 which is ~ itself.

3. In these coordinates, we can also find
G(0,v) =1; Gu(0,v) =0

The first result holds since o, has unit length at « = 0. The second result holds
because u = 0 yields a geodesic with arc length parametrisation, and then we can
use one of the geodesic equations to find

d

1 1
3B+ Fo) =5 (Butt? + 2P0 + Gut?) = 0 = 5Cu(0.0)

4. Once can show that if £ =1 and F' = 0, then the Gauss curvature is given by

-(vo)

uu

VG

This proves Theorem 4.2! Proving this is not too hard, but beyond the scope of
this course.

K =

§5.6 Surfaces of constant curvature

If ¥ c R? and f: R3 — R3 is a dilation f(z,y,2) = (A\z, \y, \z), X # 0, then

1
Rre) = eh=

since E, F, G rescale by A2, and L, N, M rescale by \.

Question

What do constant curvature surfaces look like?

Answer

By dilating, to understand surfaces of constant curvature it suffices to consider
surfaces with constant curvature 41 or 0.
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Proposition 5.4
Let ¥ be a smooth surface in R3. Then,

1. if k =0, then ¥ is locally isometric to (R?, du? + dv?);

2. if K = 1, then ¥ is locally isometric to (S?, du? + cos? u dv?).

Proof. ¥ admits an allowable parametrisation with £ =1, FF = 0, G(0,v) = 1 and
G4(0,v) = 0 by using Fermi coordinates. Also

_(\/é)uu
VG
If & = 0, we have (V/G)uu = 0, so VG = A(v)u+ B(v), and the boundary conditions

give A =0, B = 1. In particular, G = 1. The fundamental form then is du® + dv?,
which is that of R2.

If k =1, we find (\/@) ++vG =050 VG = A(v) sinu+ B(v) cos u. The boundary

conditions then imply that A = 0, B = 1 and hence the fundamental form is du® +
cos? udv?. This matches the first fundamental form of a sphere with parametrisation

KR =

o(u,v) = (cosucos v, cosusin v, sin u)

O]

Remark 37. If k = —1, we will find the first fundamental form du? + cosh? v dv?. There
exists an object known as the tractoid, which is a smooth surface in R3, and has this
first fundamental form (Q5, Sheet 2). We could alternatively choose not to embed this
surface in R3.

In fact, the change of Val"iQableS2U = e¥ tanh u, w = e’ sech u turns the fundamental form
du? + cosh? wdv? into %, which is ‘the standard presentation’ of the hyperbolic
plane, which we will see more of later.
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§6 Riemannian metrics

§6.1 Definitions

Definition 6.1 (Abstract Riemannian Metric)

Let V C R? be an open set. An abstract Riemannian metric is a smooth map
from V to the set of positive definite symmetric bilinear forms, given by

E(v) F(p)
H
P <F<p> G(p)
such that £ > 0, G > 0, EG — F? > 0. The image of this map can be viewed as an
open subset of R%.

If v is a vector at p € V, then its norm is:

]2 = o7 (E(p) F(p)> y
g F(p) G(p)

Thus, if v: [a,b] — V is smooth, then its length is

b b 1
L(y) = / 15 ()], dt = / (Ba? +2Fi0 + Go?)* dt

where v(t) = (u(t),v(t)).

Definition 6.2 (Isometric)

Let (V1,q1), (Va, g2) be abstract smooth surfaces with abstract Riemannian metrics.
They are isometric if there exists a diffeomorphism f: Vi — V5 s.t.

@[ =lol, YoeTvi=Rpe. )

p

o

g2

This is equivalent to saying that f preserves the lengths of curves, where lengths are
taken with respect to these abstract Riemannian metrics.

Note. Df|p 2 TpVi = Ty Va where we identify T,V7, Tep)Va as R2.
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Let’s spell out the condition (x) using g1, g2:

2 T
HDf ()| = (Df v) 92(f(p)) Df| v
p g2 p p
T
=vT<Df ) 2(f(p)) Df| v
= ol = vTg1(p)v
This holds for all v iff
T
(Df ) 92(f(p)) Df| = g1(p) (1)

Recall that (1) is exactly the transformation law Lemma 4.3.

Definition 6.3 (Riemannian Metric)

Let ¥ be an abstract smooth surface, so ¥ = (J;c; U; for open sets U;, with charts
wi: U = V; C R? which are homeomorphisms, V; open and with smooth transition
maps (piwj_l: 0; (U NU;) = oi(U; N U;).

A Riemannian metric on ¥, usually called ¢ or ds?, is a choice of Riemannian
metric g; in the above sense on each V;, which are compatible in the following sense.
We want <pig0j_1 is an isometry between ¢;(U; N Uj) and ¢;(U; N Uj), ie. if we let

f = pip; ", then
.
(o1,) (& &), 7
p LT )

This compatibility condition is the transition law for first fundamental forms for smooth

E: F;
= ] ]‘ VpGQOj(UZ'ﬂUj).
P JFJ G]

p

surfaces in R3.

Example 6.1 (Torus)

2
Recall the torus 72 = R 72-

We have an atlas of charts for which the transition maps are the restrictions of
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translations of open subsets of R?, which are isometries. For each V; C R? (image of
such a chart), we associate the natural Euclidean metric du?+dov? ie. the V; — Ipyo.
If f is a translation, D f is the identity, and so

(DAHTI(DSf) =1

holds trivially. So this gives a global Riemannian metric on 72. This metric is flat,
since it is locally isometric to R? at all points.

Since geodesics are well-defined for abstract Riemannian metrics (Energy only de-
pends on g!) they are also well-defined on T2 and they are just projections of straight
lines in R2.

Exercise 6.1. Show that there are infinitely many closed geodesics and also infinitely
many non-closed ones (think about lines with rational/irrational slope).

Note. This flat metric is not induced by any embedding of T2 in R3.

Consider the torus of revolution embedded in R3. As a compact smooth surface in R?,
it must contain an elliptic point. Hence, the flat Riemannian metric described above is
not the same (up to isometry) as the metric obtained by any possible embedding of the
torus in R3.

Example 6.2 (Real Projective Plane)

The real projective plane RP? admits a Riemannian metric with constant curvature
+1. We have constructed a smooth atlas for RP? where the charts were of the
form (U, ), with U = qU and ¢q: S? — RP? the quotient map, U C S? open and
contained within an open hemisphere, and ¢: U — V C R? is given by ¢ o q_l‘U
and @: U — V a chart on S2.

The transition maps for this atlas were found to be locally the identity, or induced
from the antipodal map. The antipodal map from S? to S? is an isometry, so both
types of transition maps preserve the usual round metric on S2.

Example 6.3 (Klein Bottle)

In the first example sheet, we consider the Klein bottle. This has an atlas such that
all transition maps are either translations or translations composed with a reflection.
These preserve the flat metric in R?, so the Klein bottle inherits a flat Riemannian
metric.

Remark 38. The Klein bottle and RP? are not embedded in R3, so we could not construct
a ‘non-abstract’” Riemannian metric.
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§6.2 The length metric

Definition 6.4 (Length Metric)
Let (3, g) be a connected abstract smooth surface with an abstract Riemannian
metric. The length metric is defined by

dg(p,q) = inf L(v)

where « varies over piecewise smooth paths in ¥ from p to ¢, and L is length
computed using g.

Proposition 6.1

Let (3, g) be a connected abstract smooth surface with an abstract Riemannian
metric. Then dy is indeed a metric (in the sense of metric spaces), and d, induces a
topology on Y that agrees with the given topology.

Remark 39. 1. Given p,q € V, there is always a piecewise smooth path connecting p
to q.

2. dy(p,q) > 0. Also dy(p,q) = dg(q,p) by reversing the path connecting p,q. Also
dg(p, 1) < dg(p, q) + dg(q, 7).

3. The only non-trivial claim is dy(p,q) = p =q.

Proof. Let p,q € . We will show that there exists some piecewise smooth path
v from p to ¢, so dy(p,q) is well-defined and finite. Connected surfaces are path-
connected. There exists a continuous path v and a finite set of charts (U;, ¢;) with
associated parametrisations o; = ¢; LV — U, ¢ X such that Im~ C Ui]il U;.
Consider points

p=xg €U, x1 eU1NUs, 29 €Uz €Us,...,q=2xn € Uy

Smooth paths in V; from ¢;(z;) to p;+1(x41) exist, since smooth paths between two
points in R? exist. Since the atlas is smooth, being a smooth path in some U; is the
same as being smooth in U;;; whenever U; and U;y; intersect, since the transition
maps are smooth. So p,q € X are joined by some piecewise smooth path.

For any piecewise smooth path from p to q there exists the inverse path parametrised
in the opposite direction, which has the same length. We can also concatenate paths
from p to ¢ and from ¢ to r, with length equal to the sum of the lengths. In both
cases, the new paths are piecewise smooth. This then implies that d, is symmetric,
and satisfies the triangle inequality.

To show dg is a metric, it now suffices to show that dy(p,q) = 0 implies p = ¢,
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since the converse is trivial. Let p € ¥ and fix a chart (U,p) at p. Without
loss of generality let V' = B(0,1), and ¢(p) = 0. If ¢ # p € X, there exists

e > 0 such that ¢ & cp_l(B(O,s)>. Suppose 7v: [0,1] — X is a piecewise smooth

path from p to ¢q. Certainly, v must escape the disc @_1<B(0,5)>, since it must
reach ¢. Length along paths is additive, so by the triangle inequality, it suffices to
show that there exists § > 0 such that dgy(p,r) > § for all r € dp~1 (B(O,s)) =

¢~ {circle of radius €}. The data on the Riemannian metric g includes the non-

degenerate symmetric bilinear form <§,Z g:;) for all z € B(0,e) C V. We also

have the usual Euclidean inner product on the disc, <(1) (1)> For all z € B(0,¢),

these matrices are positive definite. Since B(0,¢) is compact, there exists 6 > 0

such that (EZF_ 0 GFi 6) is still positive definite for all z € B(0,¢). In other

words, the determinant EG — F? > 0 for all z € B(0, ), which is compact, so it is
bounded below by some positive number. Hence, length (¥) > lengths gyclidean (9)

for any 4 contained withing B(o,¢). Taking 4 = 90{7 Nt (B(o, e))}, which is the

part of v in B(0, ) with respect to the chart, we have that lengths gyclidean(7) = 0¢,
so dg(p, q) > de. O

Remark 40. The last step of the argument for the proof above, comparing the inner

E, F 1

= 77 and 0 can be modified to show that d, induces a topology
F, G, 0 1
on Y that agrees with the given topology, which is given by local homeomorphisms to

R? everywhere.

products

§6.3 The hyperbolic metric

Definition 6.5
Let

D=B0,1)={z€C: |z| <1}
The abstract Riemannian metric gy, on D is given by

A(du?® + dov?) 4|dz)?
(1—u2 —12)2 (1 B |z|2)2

Since there is only one chart, this holds for all of D. In particular, if v: [0,1] — D
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is smooth, then

[ b
L) =2}, o

If v(t) = (u(t),v(t)), we can write

This is very similar to a first fundamental form with £ = G = 0

4
1—u2—0v?)

> and F = 0,

but we do not claim that this fundamental form arises from an embedding in R3.

Note that the flat metric on R? and the usual round metric on S? have large and transitive
isometry groups. We will show that this metric also induces a large symmetry group,

which is induced by the Mo6bius group. Recall that

az+b.

Mab:{m.
cz+d

(Z Z) € GL(Q,C)} A CU {0}

Lemma 6.1

The subgroup of the Mobius group that preserves D,
Mob(D) = {T € Moéb: T(D) = D}

is also given by

Mob(D) = {z — et 1Z—_Eaz: la| < 1} = {(Z b) € Mab: [a|* — [b]* = 1}

S|

Proof. Note that

zZ—aQa

—— =1 << (z—a)z—a)=(1—-az)(1—az)

<< zzZz—az—az+aa=1—az—az+ aazz
2 2 2
= [2*(1-laf*) =1~
= |z| =1
So these maps of the form

1—az
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do indeed preserve the unit circle, and a € D is mapped to 0 € D. Hence, it
preserves the entire disc. O

Lemma 6.2

The Riemannian metric gnyp, is invariant under Mob(D). In other words, the Mébius
group Mob(D) acts by isometries on D.

Proof. Mob(D) is generated by z — ¢ and z — i—=. The rotations preserve gnyp,

since it depends only on |z| and not z itself. For the second type of transformation,

let w = {==. Here,
dz z—a dz 9
dw = adz= —(1—
e Tl e T —62)2( a?)
Then,
2
dw|  jde]  1—ja?  Mel(i=lel®) g
1—Jw® [1—az® {_|z=a> J-aP-|z—a? 1-|2
1—-az
Hence the hyperbolic metric, which is a function of this 1|_d‘z||2, is also invariant
under this change of variables. O
Lemma 6.3
OIl (D7 ghyp)7
1. every pair of points in (D, gnyp) is joined by a unique geodesic up to repara-
metrisation;

2. the geodesics are diameters of the disc and circular arcs orthogonal to the
boundary 0D.

The whole geodesics (ones that are defined on R) are called hyperbolic lines.

Proof. Let a € Ry N D and 7 a smooth path from the origin to a. Let v(t) =
(u(t),v(t)). Note that Re(y)(t) = (u(t),0) is also a smooth path from the origin to
a. By definition of the hyperbolic metric,

: 1 90 /a2 £ 02 1 9l
29| dt:/ Wdtz/ 12|U!
0 0

1—|’y]2 1—u?—0v?

1
length(vy) = /
0
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where equality holds if and only if ¥ = 0, and so v = 0.

1 99
length () Z/ Yoat

0 1— u2

where equality holds in this expression if and only if u is monotonic. Hence, the arc
of the diameter, parametrised monotonically, is a globally length-minimising path,
and hence a geodesic. We can compute this integral to be

length(y) = 2artanha

Now, 0 and a in R4 ND are joined by a unique geodesic, and Mob(D) acts transitively
and by isometries, and can be used to send any two points p,q € D to 0,a € Ry ND.
So every pair of points must be joined by a unique geodesic. Since Mébius maps send
circles to circles, and they preserve angles and hence orthogonality to the boundary,
we must have that all geodesics are diameters or circular arcs orthogonal to 9D. O

Corollary 6.1
If p,q € D, then the distance between them is

dnyp(p, q) = 2artanh ‘ 1p _fl ‘

—Pq

§6.4 The hyperbolic upper half-plane

Definition 6.6
The hyperbolic upper half-plane (b, gnyp) is the set

h={z€C: Imz > 0}

with the abstract Riemannian metric

da? +dy* |dz|?

y? (Im 2)?

Lemma 6.4

The hyperbolic disc (D?, gnyp) and the hyperbolic upper half-plane (b, gnyp) are
isometric.
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Proof. There exist maps T: h — D and T:D — h given by

T(w) = T =i( )

w1’ 142

which are inverse diffeomorphisms. Here,

1 w—1 21
T (w) = = =
W) = i T T wrie

Considering T'(w) = z € D,

[dz|  _ [d(Tw)| _ |[T'(w)||dw| _ 2|dw| __|dw]

2 P 2 -
1—|z)° 1—|Tw]| 1 —|Tw ]w+z‘|2<1—‘“’_i2> 2Tm w

w1

Hence, under this coordinate change,

4|dz|?
2
(1= 1=P)
is the metric obtained under pullback by T from %. O

Corollary 6.2

The hyperbolic upper half-plane is globally isometric to the hyperbolic disc, so every
pair of points is joined by a unique geodesic, up to reparametrisation. The geodesics
are arcs of circles orthogonal to the boundary, which are vertical straight lines and
semicircles centred on a point in the real axis.

Proof. The isometry between h — D is given by a Mobius map. In particular,
RU{oco} — 9D, and M6bius maps preserve circles and orthogonality. Ol

Remark 41. When we discussed surfaces in R? with constant Gauss curvature, we saw
that if a surface had constant Gauss curvature, its first fundamental form in geodesic
normal coordinates was of the form du?+cosh? dv?, with a change of variables taking this
form to W. This is exactly the form of the Riemannian metric on the hyperbolic
upper half-plane. Gauss’ theorema egregium implies that Gauss curvature makes sense
for an abstract Riemannian metric, since it only depends on geodesics and hence the
first fundamental form. We can therefore define the Gauss curvature for an abstract
Riemannian metric to agree with this definition for surfaces in R3. Under this definition,
we can show that the hyperbolic upper half-plane has constant curvature —1, and hence
so does the disc.
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Suppose we wanted to find a metric d: D x D — R on D? with the properties that
it is invariant under the Md&bius group Mob(D), and that the real diameter is length-
minimising. By Mobius invariance, the distance between any two points is completely
determined by knowing the distance from the origin to some point on the positive real
axis a, which we will denote p(a) = d(0,a). If Ry N D is length-minimising, distance
should be additive, so if 0 < a < b < 1 we should have d(0,a) + d(a,b) = d(0,b) so
d(a,b) = p(lb:gb) = p(b) — p(a). If we furthermore constrain p to be differentiable,
and we differentiate the above expression with respect to b and set b = a, we find the
differential equation

Hence, p(a) is some constant multiple of artanh a, since p’(0) can be chosen freely. So,
up to rescaling the length metric associated to gy, on D is the unique metric with these
properties. The scale is chosen for gyy,, to enforce that the curvature is —1 precisely.

§6.5 Isometries of hyperbolic space

We now would like to understand the full isometry group of the disc (D, gnyp) or (b, ghyp)-
We will show that this group is precisely Mob(D) together with reflections in hyperbolic
lines, which are called inversions.

Definition 6.7

Let T c C be a circle or line. We say that points z, 2’ € C are inverse for T if every
circle through z orthogonal to I' also passes through 2’.

Lemma 6.5

Such inverse points exist and are unique.

Proof. Recall that Md&bius maps preserve circles in C and preserve angles. In
particular, if 2,2’ are inverse for I' and T € Mob, then Tz and T2 are inverse
for the circle T'(y). If I' = R U {oo}, then J(z) = Z gives inverse points; this
map satisfies the definition above. Now, if I' C C is any circle, there exists
T € Mob such that T(RU {co}) = I'. We can therefore define inversion in I" to

be Jp=To(z+Z)oT L O

Definition 6.8
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The map Jr in the proof above, sending z to the unique inverse point 2’ for z with
respect to I', is called inversion in I'.

This map fixes all points of I', and swaps points on the interior with points on the
exterior.

Example 6.4

For T' a straight line, this is simply reflection. For the unit circle, S', the map Jg
mapsz»—)%andOHoo.

Remark 42. The composition of two inversions is a Mobius map. Let C be the conjug-
ation map z — z, which is Jry(eey. T C C is any circle, we have Jp = T o C o T~ !
where T is the Mobius transformaiton which maps R U {oco} to I'. If 'y, 'y are circles,
and T, T are the transformations from R U {oo} to I'1, 'y respectively, then

JFl o JFQ = (JF1 © C) o (CO JF1)
= (CO JFl)_l 0 (Co JFl)

We have CoJr = CoToCoT™ ! so it suffices to show CoToC € Méb. If T(z) = gjig,

we have
(CoToC)(z) = Z0 ¢ M
cz+d

Lemma 6.6

An orientation-preserving isometry of (H?2, gyyp) is an element of M&b(H), where H
is D or h. The full isometry group is generated by inversions in hyperbolic lines.

Proof. 1t suffices to prove this in either model, so we will use the disc model. Inver-
sion in the geodesic RN D is conjugation, which preserves gpnyp,. Since Mob(H) acts
transitively by isometries on geodesics, Hence, if inversion in one geodesic preserves
the metric, so does inversion in any geodesic.

Now, suppose « is some isometry of the hyperbolic disc D under the metric gpyyp.
We have a(0) = a € D, and using z — 1=, so there exists 7' € Mob(D) such that
T o « fixes the origin. There exists a rotation R € Mo6b(D) such that Ro T o «
maps D N Ry to itself. Composing with the conjugation map C' if necessary, there
exists an isometry A which is an inversion composed with a Mobius map such that
Ao« fixes D NR pointwise and fixes D N iR pointwise. The only such isometry is
the identity, since every point in D is determined by its distance to these two lines.

Hence, A is the inverse of «.

If a preserves orientation and fixes RN D, then it necessarily fixes iR N D pointwise,
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soa = (RoT)~! € Méb. In general, a was constructed from Mob(H) and inversions
in hyperbolic lines. So to show that the isometry group is generated by inversions,
it suffices to show that all M&bius maps are compositions of inversions. This is
presented on the example sheets. O

In the upper half-plane model of hyperbolic space,

. az+b a b
Mob(h) = PSL(2,R) = {z — i d ( d

b
) € SL(Q,R)}; dnyp = 2artanh‘b

§6.6 Hyperbolic triangles

Definition 6.9

Let a be an orientation-preserving isometry of H, which is equivalently an element
of M6b(H). Suppose « is not the identity map. We say that « is

1. elliptic, if o fixes some point p € H (if p = 0 € D, this behaves like a rotation);

2. parabolic, if « fixes a unique point p € OH (if p = oo € b, this behaves like a
translation);

3. hyperbolic, if « fixes two points on OH, so it fixes the unique geodesic between
these two points setwise, and so a must translate points across the geodesic;
it is not an inversion in the geodesic because it is not the identity map.

All elements of M6b(H) are either elliptic, parabolic, or hyperbolic.

Definition 6.10
Let £, ¢ be hyperbolic lines. Then, we say

1. parallel, if they meet at the boundary OH but never inside H;
2. wultra-parallel, if they never meet in H;
3. intersecting, if they meet in H.

All pairs of hyperbolic lines are either parallel, ultra-parallel, or intersecting. A
hyperbolic triangle is a region bound by three geodesics, no two of which are ultra-
parallel. Vertices that lie ‘at infinity’ (on OH) are called ideal vertices.

Note that the points in 9H are not contained within the hyperbolic plane, so in particular
the ideal vertices are not points in H. We typically denote side lengths by A, B, C, and
denote the angles opposite these sides by «, 3,~. The vertices at «, 3,7~ are denoted
a, b, c. The hyperbolic metric is conformal, since ¥ = G and F = 0. Hence, we can use

Euclidean angles in place of hyperbolic angles.
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Proposition 6.2 (hyperbolic cosine formula)

For a hyperbolic triangle,
cosh C' = cosh A cosh B — sinh A sinh B cos~y
Proof. To simplify, by an isometry we can let the vertex c at v be placed at 0 € D,

and the vertex b at 8 be placed at Ry N D. Hence, the sides A, B are straight
Fuclidean line segments in D, and the angle between them is v. We have

A ; B b— C
dnyp(0,a) = 2artanha = a = tanh 7 b = "7 tanh 5 ‘1 fb :tanhE
—a
Recall that
A 1+t 2t
t—tanh§ — COSh)\—?tQ, Slnh)\— 1—‘[:2
Hence,
1+ |al? 1+ b2
coshA:Lat; cosh B = + | |2;
1— al 1— ||
2 2 - =
1 _ gbl? _al? 1+ s|”)(1+|b]") —2(ab+ ab
o P rp—a?  (L+1sP) (14 BP) —2(ab+ab)

1—ab®—[b—af? (1= 1) (1 - o)
Note that a € R and b+ b = 2Reb = 2bcos "y, so

cosh C' = cosh A cosh B — sinh A sinh B cosy

as required. ]

Remark 43. If A, B,C are small, the standard approximations to the hyperbolic sine
and cosine functions give

C? ~ A% + B2 — 2ABcos~y

which is the Euclidean cosine formula. Since a dilation of a surface in R® rescales
curvature, at small scales we can treat any abstract smooth surface with a Riemannian
metric as flat.

Since cosy > —1, we have that
cosh C' < cosh A cosh B + sinh Asinh B = cosh(A + B)

The hyperbolic cosine is increasing, so C' < A+ B. This is a more precise variant of the
hyperbolic triangle inequality.
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§6.7 Area of triangles

Theorem 6.2

Let T C H? be a hyperbolic triangle with internal angles o, 3,7 defined as before.
The area of T is

areanyp(T) =m—a— B —v

Note that «, 5, may be zero, so T" may have ideal vertices, and the internal angle
is zero for such vertices.

This is a version of the Gauss-Bonnet theorem for hyperbolic triangles.

Proof. The Mébius group Mob(H?) acts transitively on triples of points in the
boundary with the correct cycle order. In particular, there exists a single ideal
triangle (with all vertices at infinity) up to isometry. Consider the ideal triangle in
the hyperbolic upper half-plane with vertices —1,+1, co. Its area is

1 oo 1
areanyp (1) = /_1/1_ 2 ?dydx

since VEG — F? = y% We can compute this explicitly as

areapyp T

L dx
(T) = / —— =
-1V1—-x
Now, let A(«) be the area of a triangle with angles 0,0, «. We can see that A(«) is
decreasing in « and continuous in «, by fixing two ideal vertices in the hyperbolic

disc and translating the third vertex.
l B (\ oM —«

The first diagram shows that by moving the vertex o on the real line, the area must
increase, since the triangle with angle o’ < « contains the triangle with angle «.
From the second diagram, we see that A(«) + A(S) = A(a + ) + 7 by comparing
the different areas of triangles formed from hyperbolic lines in the diagram. By
letting F(a)) = m — A(«), we have F(«) + F(8) = F(a+ ). Since F is continuous
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and increasing, we have that F(a) = A« for some fixed A > 0. In particular,
A(a) = m — Aa. Now, by considering the angles in the third diagram, we see that
A(a) + A(m — ) = 7. Hence, A =1, and so A(a) =7 — a.

Finally, we consider the general case.

By writing ABC' for areany,(7') where T is the triangle with vertices A, B,C, we
can see that

ABC + A'CB' + A'B'C’ = area of interior of diagram = AB'C’ + A’BC’
Equivalently,
ABC+rm—(m—y)+n=m—-a)+(n—f8) = ABC=n—a—~v—0

as required. O

Note that if G is a hyperbolic n-gon, so it is a region bound by n hyperbolic geodesics,
it may be decomposed into a union of hyperbolic triangles. Since any two points in H?
are joined by a unique geodesic, the area of G is given by

n

areanyp(G) = (n — 2)m — Z a;

i=1

Lemma 6.7

If g > 2, then there exists a regular 4g-gon in H? with internal angle iigr = %.

Proof. Consider an ideal 4g-gon, whose vertices all lie at infinity, in the disc model
of hyperbolic space. The ideal vertices can be placed at the 4g-th roots of unity, such
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that this polygon is invariant under a rotational symmetry. By sliding each vertex
radially inwards in R?, we obtain a continuous family of regular 4¢g-gons, with areas
which vary monotonically from (4g — 2)7 to zero. The internal angle of the polygon
therefore varies continuously from zero to fBuyin such that (4g — 2)m = 4gfmin. It
therefore suffices to check that % lies in this interval (0, Bmin)- O

§6.8 Surfaces of constant negative curvature

Theorem 6.3
For each g > 2, there exists an abstract Riemannian metric on the compact surface
of genus g with curvature x = —1 and locally isometric to H?.

Recall the the Euler characteristic of a surface of genus g is exactly 2 — 2g. Note, if
g = 0 we can construct a Riemannian metric with x = +1 since this is the sphere, and

2
if g = 1 we can have k = 0 since this is the torus as a quotient R /72 We will outline
two proofs.

Proof. Recall that we can construct the torus and double torus by

bfl

Analogously, a 4g-gon with side labels alblaflbflagbgag 1b2_ L .. gives a surface of
genus g.

We say that a flag comprises an oriented hyperbolic line, a point on that line, and a
choice of side to that line. Given two such flags, there exists a hyperbolic isometry
between them. So Méb(H) acts transitively on flags. In particular, we can swap the
side of a flag using an inversion.

Consider a regular hyperbolic 4g-gon with internal angle 2”—9. We label this polygon
with side labels as above to give a genus g surface. For each paired set of two edges,
there exists a hyperbolic isometry taking one to the other, respecting orientations
and, and taking the side corresponding to the inside of the polygon to the side
corresponding to the outside of the polygon. This is possible since M&b(H) acts
transitively on flags.

We can now define an atlas for 3, as follows.
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e If p is in the interior of the polygon P, consider a small disc contained in the
interior of the polygon. Then, include this disc into the hyperbolic disc D.

o If pis contained in an edge, let p be the corresponding point on the paired edge.
We have an isometry v from edge e; to edge ea, exchanging sides, and mapping
p to p. We can use this to define the chart. Using 7, we can combine U, the
intersection of P with an open neighbourhood of p, and U, the intersection of
P with an open neighbourhood of p, such that the chart is an inclusion on U
and is v on U. These agree on U N U.

e All 4g vertices are identified to one point of 3, and we need a chart at this
point. Using a hyperbolic isometry, let one vertex v of P be at the origin in D,
such that an edge e containing v is mapped to a subset of the real line. Since
the polygon P has internal angle Qig, the angle between R and the adjacent
edge is %. The fact that the internal angles sum to 27 means that we can
construct hyperbolic isometries for each vertex that join them exactly, giving
an open neighbourhood of zero in D in the shape of a disc. The chart is

defined at [v] € ¥, by this identification.

All charts are obtained from inclusion or an inclusion composed with a hyperbolic
isometry, therefore the transition maps are hyperbolic isometries. In particular,

hyperbolic isometries are smooth, and preserve the locally defined hyperbolic metric.
O

Remark 44. The torus can be given by RQ/ZZ. This characterisation was useful when
describing the flat metric, precisely because its charts are easy to define. For X, we
chose 2¢g hyperbolic isometries which paired sides. Hence, there is a group I' < M6b(H),
generated by these isometries. In Part II Algebraic Topology, the surface 3, will be

constructed by H/P.

Lemma 6.8

For each /4, /lg,¢, > 0, there exists a right-angled hyperbolic hexagon with side
lengths ¢, a,{3,b, £, c for some a,b, c.

Proof. Given t > 0, there exists a pair of ultra-parallel hyperbolic lines a distance
t apart. We show on the fourth example sheet that each pair of ultra-parallel
hyperbolic lines has a unique common perpendicular geodesic. Given lengths ¢, g,
construct new perpendicular geodesics orthogonal to the originals, having moved
lengths /,,¢s from the common perpendicular (in the same direction). If ¢ is made
large, the new geodesics o, can be made ultraparallel. Hence, by making ¢ smaller,
there exists a threshold ¢y by continuity such that the new geodesics are parallel.
Now, for t € (tp,0), the two new geodesics are ultra-parallel. So o, have a unique
common perpendicular geodesic. As t increases above tg, the length of this line
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increases monotonically from zero to infinity. So there exists a value of ¢ > ¢y such
that the new common perpendicular has length /..

This is exactly the right-angled hyperbolic hexagon as required. O

Definition 6.11

A pair of pants is a topological space homeomorphic to the complement of three
open discs in S2.

Note that this space has a boundary. Consider two right-angled hyperbolic hexagons
with side lengths /., ¢g, ¢, arranged as above. The original configuration of two ultra-
parallel geodesics of a distance t apart is unique up to isometry. So the side lengths have
a correspondence, and the hexagon with side lengths /., ¢g, ¢ is unique up to isometry.
Suppose that we glue together the corresponding unknown sides t.g3,tgy,tyo With the
same side identifications. Locally near /¢, for instance, we arrive at a closed circle of
length 2/,, extended into a cylindrical shape with two seams t,3, t,. Since the hexagons
were right-angled, we have constructed a hyperbolic pair of pants. The boundary circles
are geodesics in the sense that, for any point on such a circle, the local neighbourhood
is a point on a geodesic on a polygon in H.

We will now construct X, using a more flexible approach.

Proof. If P;, P, are two hyperbolic ‘surfaces’ with geodesic boundaries, and if 1 C
P, and 9 C P, are boundary circles of the same length (in the hyperbolic metric),
we can glue P; and P, together along this common-length circle. P, and P, may
be glued by any isometry of v1,v2. The result P, U, ~,, % has a hyperbolic metric.
For any point p € P; not on the boundary ~;, it already has a suitable open neigh-
bourhood since P; is hyperbolic. For any point p € 41 ~ 72, we have a chart to a
small disc in H using the fact that the boundary circles are geodesics. These charts
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are constructed analogously to the charts for points on edges of hyperbolic polygons
under appropriate side identifications as seen above. Any compact surface of genus
g > 2 can be built from glued pairs of pants, not necessarily uniquely.

Under this construction, we have many choices. For example, the lengths of circles
in the original hyperbolic hexagons are now arbitrary. Also, the choice of ‘pants
decomposition’ of a given surface is not unique, and the different possibilities are
topologically different. O

§6.9 Gauss-Bonnet theorem

Recall that in a spherical triangle with internal angles «;, 3, v, we have seen in the example
sheets that this has area a + 8 + v — m, and that a hyperbolic triangle with the same
internal angles has area m — o — 8 — . We have seen the convex Gauss-Bonnet theorem,
which states

/FadA:47r
>

where ¥ bounds a convex region in R? and sy > 0. These are special cases of a pair of
theorems as shown below.

Theorem 6.4 (local Gauss-Bonnet theorem)

Let ¥ be an abstract smooth surface with abstract Riemannian metric g. Let R be
an n-sided geodesic polygon on 3, which is a smooth disc with boundary decomposed
into n geodesic arcs. Then

kxndA = a;— (n—2)mr
A== =2

=1

where the «; are the internal angles of the polygon.

It is important that v; be geodesics that cut out a disc; R must be homeomorphic to R,
and it cannot (for example) contain any holes.

Theorem 6.5 (global Gauss-Bonnet theorem)

Let 3 be a compact smooth surface with abstract Riemannian metric g. Then

/ ky dA = 27x(X)
by

Remark 45. Gauss curvature can be defined using only the first fundamental form, or
equivalently an abstract Riemannian metric.
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For hyperbolic surfaces, we can construct 3, from a 4g-gon with internal angles 7 in

29
such a way that the total area of ¥ is exactly the area of the polygon, so

4g

/ 1dA = area(polygon) = (4g — 2)m — Z 21 = (49— 47
) 1 49

Since k = —1 and x(X4) = 2 — 2g, this agrees with the Gauss-Bonnet theorem.

A right-angled hyperbolic hexagon has area
6

47r—zg:7r

1

Each pair of pants was constructed from two such polygons, and to construct a genus g
surface we required 2g — 2 pairs of pants. So the total area is 4g — 47, which agrees with
the theorem.

The Gauss-Bonnet theorem also shows that the Euler characteristic does not depend on
the choice of triangulation of 3.

Suppose X is a flat surface and + is a closed geodesic, so v: R — ¥ and is periodic with
some period 7. Then ~ cannot bound a smooth disc in X. Conversely, on S2, the great
circle is a closed geodesic, and bounds a hemisphere. For instance, for the flat torus

2
R /72, if 7 is a closed curve on this torus bounding a closed disc R it is not a geodesic.
Indeed, if we formally add two vertices to such a geodesic, we find a geodesic 2-gon with
two internal angles m, but by the Gauss-Bonnet theorem we expect

2
OZ/KEdA:ZOq—(TL—Q)ﬂ'ZQTI'
R 1

We can in fact deduce the global Gauss-Bonnet theorem from the local Gauss-Bonnet
theorem, utilising the following lemma.

Lemma 6.9

A compact smooth surface admits subdivisions into geodesic polygons.

The proof of this lemma considers the exponential map, discussed in Part II. Given such
a subdivision on X, we can find

Z / Ry dA = / Ry dA
polygons P p b2
By the local Gauss-Bonnet theorem, the left hand side is equal to
Z Z ( a;(P)—(n— 2)7T>
n n-gons P \i=1

Since the angles at each point add to 27, and each n-gon contains two edges which each
separate two polygons, this is equal to 27V + 27 F — 27 E = 27x(X) as required.
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§6.10 Green’s theorem (non-examinable)

The local Gauss-Bonnet theorem is very closely related to Green’s theorem in R2. This
discussion is non-examinable.

Theorem 6.6

Let R C R? be a region bound by a piecewise smooth curve 7, and P,Q be smooth
real-valued functions defined on an open set V' O R. Then

/Pdu—Fde:/R(Qu—Pv)dudv
g

We will consider a geodesic polygon on ¥ which lies in the domain of some local para-
metrisation defined on V' C R2. Consider an orthonormal basis for R? which varies from
point to point, defined by e = oy, f = 0,/ v/ G where we use geodesic normal coordinates
u,v to give E =1, F = 0. Then T,% = span(e, f) if p € Imo. We parametrise v by arc

length and consider
I = / e, f dt
[ (ed)

We will compute this in two ways. Note that
f = fui+ foo
Let P = (e, fu) and @ = (e, f,). Then
Qu — Py = (ew, fo) = (fo,€u) + (&, fuv) — (€, fuv) = (€u; fo) = (fu, €v)
which we can show to be equal to —(\/é)uu = kVG. But VG is the area element
VEG — F2, so

/R(Qu—Pv)dudv://igdA

R

Let 6(t) be the angle between +(t) and e(t), which is a function of ¢ in the domain of ~.
More precisely,

4 =ecosf(t) + fsinf(t)
Thus

5 =¢écosl+ fsinh+nd; n=—esind+ fcosb

~ is a piecewise geodesic, so if ¥ C R? was smooth, ¥ is orthogonal to T,% = spane, f.
But n € (e, f), so 4 is orthogonal to 7. By expanding,

<écos0+fsin9+n9, —esin6’+fcos0> =0
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Since e, f are orthogonal unit vectors, we have (e, é) = 0 = <f, f> and <e, f> =0= (¢, f),
so we can expand to find

(o) =0 = 0= (e f)

Thus,
I= / <e, f> dt = / O(t)dt = 27 — Z(external angles of R)
v v

since v is composed of straight lines. Since external angles and internal angles sum to
m, this is exactly the local Gauss-Bonnet theorem. Green’s theorem suggests the study
of non-geodesic polygons.

§6.11 Alternate flat toruses

We have constructed a flat metric on the torus, viewed as R2/Zz, or as [0, 1]Q/N for a
suitably defined equivalence relation. Importantly, opposite sides of the square [0, 1]
were identified by translation, which allowed us to find a smooth atlas where transition
maps preserve the usual Euclidean metric on R?. This construction is valid for any
parallelogram; any such shape Q C R? defines a flat metric gg on T2. If one vertex is
set to zero in R? and the edges of this vertex are labelled by their endpoints vy, vo, then

2
(T?,9¢) = R ST L ® Ty where Zv, @ Zuvs is a viewed as a subgroup of the group R? of
translations.

The area with respect to gg of T? is the Euclidean area of the parallelogram Q. In
particular, if two parallelograms have different areas, the two metrics cannot be globally
isometric. However, this is not the only restriction for global isometries.

Lemma 6.10

Consider the torus based on @ = [0,1]2 and the torus based on Q = [0,10] x {0, %]

The metrics g, gg are not isometric, but both have unit total area.

Proof. Recall that geodesics in a flat torus correspond to straight lines in R?. By
Picard’s theorem, there exists a unique geodesic from a given point p for each
direction in 7,,X. We can therefore see that all geodesics through p are the images
of straight lines in R2.

Recall that a closed geodesic is defined on R and is periodic. We can see that
geodesics in R? through p € ¢~ !(p) define a closed geodesic if and only if they pass
through another lift 5 € ¢~!(p) of p; that is, the line has rational gradient. The
shortest closed geodesic on the surface in metric @) is of unit length, but the shortest
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closed geodesic with metric Q is %0. So the surfaces are not globally isometric. [

We would like to understand all possible flat metrics on the torus 72, up to global
dilation and Euclidean isometries of @), which lead to essentially the same geometry on
the quotient torus. Given any parallelogram, we can set one vertex at zero and another
at (1,0) = 1 € R? by performing dilation and a Euclidean isometry, and then the third
lies at 7 and the fourth at 1 + 7, where 7 has positive y-coordinate. This provides a
metric on the torus, and now the only degree of freedom is 7. Hence, this defines a map
from the upper half-plane to the set of flat metrics on 72 up to dilation.

We can pull back metrics by diffeomorphisms. Metrics allow us to measure lengths of
curves by integrating lengths of tangent vectors, so a metric can be viewed as an inner
product on the tangent space at each point. If f: ¥ — ¥/ and p € X, then for two small
curves 71, y2 through p, the pullback metric f*g was defined such that

(1920 prg = (F oV, f 092) () g

2
SL(2,7) acts on R? preserving Z?2, so it acts on R/Zz =172

Lemma 6.11
SL(2,7) acts by diffeomorphisms on 7°2.

Proof. Clearly A € SL(2,7) acts smoothly (indeed, linearly) on R?, and the charts
for the smooth atlas are such that A then acts smoothly with respect to these. [

Also, SL(2,Z) C SL(2,R) acts on the upper half-plane by M&bius maps.

Theorem 6.7

The map from the upper half-plane h to the set of flat metrics on 72 modulo dilation
induces a map from h/S L(2,7) to the set of flat metrics on T2 modulo dilation and

diffeomorphism. This resulting map is a bijection. We say that h/S L(2,7) is the

moduli space of flat metrics on T2.

In the above theorem, ‘diffeomorphism’ is taken to mean ‘orientation-preserving diffeo-
morphism’.

Remark 46. The left-hand side h/S L(2,7) is an object of hyperbolic geometry, yet the
right-hand side is entirely concerned with flat metrics.

Similar results can be shown for surfaces of higher genus. The moduli space of hyperbolic
metrics on ¥, where g > 2 is perhaps the most studied space in all of geometry.
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§6.12 Further courses

There are four Part II courses that extend this course.

1. Algebraic Topology. Spaces are studied through algebraic invariants, such as the
Euler characteristic, and covering maps of surfaces like $? — RP? or R? — T2,

2. Differential Geometry. While in IB Geometry the Gauss curvature k = det(DN) is
discussed, the trace 7(DN) is the mean curvature, discussed heavily in this course.

3. Riemann Surfaces. This course studies the fact that if f: C — C is holomorphic
(or, indeed, entire) and w € C, then f(z + w) is holomorphic, and if f: D — D is
holomorphic and A € Mob(D), then f o A is holomorphic.

4. General Relativity. This is the theory of light as geodesics.
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